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Preface

This book is for use in Math 320 (Set Theory) at METU in the spring
semester of 2010/11. The book is based on notes I have used in teaching
the course in the past; but I have rewritten many sections.

The catalogue description of Math 320 is:

Language and axioms of set theory. Ordered pairs, relations and func-
tions. Order relation and well ordered sets. Ordinal numbers, transfi-
nite induction, arithmetic of ordinal numbers. Cardinality and arith-
metic of cardinal numbers. Axiom of choice, generalized continuum
hypothesis.

The set theory presented in this book is a version of what is called
ZFC: Zermelo—Fraenkel set theory with the Axiom of Choice. I call the
presentation minimalist, as in the title, for several reasons:

1. The only basic relation between sets is membership; equality of sets

is a defined notion.

2. Classes as such have no formal existence: they are not individuals
in the theory, though we can treat them in some respects as if they
were.

3. Axioms are introduced only when further progress is otherwise hin-
dered.

4. The form of many axioms, namely that such-and-such a class is a
set, is used even for the Axiom of Infinity: the class w of natural
numbers is obtained without first assuming that it exists as a set.

See Appendix F for further discussion.
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1. Introduction

In this book, we—the writer and the reader—shall develop an axiomatic
theory of sets:

1. We shall study sets, which are certain kinds of collections.

2. We shall do so by the azxiomatic method.

There are various reasons why one might want to do this. I see them as
follows.

1. All concepts of mathematics can be defined by means of sets. Among
such concepts are the numbers one, two, three, and so on—numbers that
we learn to count with at an early age.

2. Theorems about sets can be as elegant, as beautiful, as any theorems
in mathematics.

3. The axiomatic method is of general use in mathematics, and set
theory is an example of its application.

4. Set theory provides a fundamental or foundational example of the
axiomatic method, in the following sense. The field of mathematics called
model theory can be considered as a formal investigation of the axiomatic
method, as it is used in ordinary mathematics. In model theory, one de-
fines structures, which are to be considered as models of certain theories.
All of these notions—structure, model, theory—are defined in terms of
sets.*

By the aziomatic method, I mean:

1) the identification of certain fundamental properties of some math-

ematical structure (or kind of structure);

2) from these alone, the derivation of other properties of the structure.

*In a strict sense, a theory is a kind of collection of formal sentences. Sentences
are not normally considered as sets, though they can be. A structure is a set
considered with certain basic relations, that is, subsets of the Cartesian powers
of the set. The theory of a structure is the collection of true sentences about
the structure. The determination of these sentences is made by considering the
interactions of the basic relations. This is all done, assuming we already have a set
theory. It is true that not everybody likes the set-theoretic conception of model
theory: see Angus Macintyre’s speculative paper, ‘Model theory: geometrical and
set-theoretic aspects and prospects’ [26].



The fundamental properties are called azioms (or postulates).

For example, groups are studied by the axiomatic method. The struc-
ture of interest in group theory is based on the set of permutations or
symmetries of a given set. If the given set is A, then the symmetries of
A are just the invertible functions from A to itself. These symmetries
compose a set, which we may call Sym(A). This set always has at least
one element, the identity on A, which can be denoted by id4 or simply
id. Every element o of Sym(A) has an inverse, 0 ~!. Any two elements o
and 7 of Sym(A) have the composites o o 7 and 7o ¢. In short, we have
a structure on Sym(A), which we may denote by

(Sym(A),id7_17o). (1.1)

Some fundamental properties of this structure are that, for all z, y, and
z in Sym(A),

zoid =z, roxr ' =id, zo(yoz)=(zxoy)oz. (1.2)

We have been referring to sets, such as A and Sym(A); this illustrates
reasons 1 and 4 above to study sets. Everything here can be reduced to
sets as follows.
1. Every element of Sym(A) is a certain kind of subset of A x A.
A x Ais the set {(z,y): z € A& ye A}.
(a,b) is the set {{a},{a,b}}.
id or id4 is the set {(x,x): x € A}.
~1is the set {(z,271): z € Sym(A)}.
o1 is the set {(y,7): (z,y) € o}.
o is the set {((x,y),z0y): (x,y) € Sym(A) x Sym(A)}.
oo is the set {(z,2): Iy ((z,y) € 7 & (y,2) € ) }.
The properties in (1.2) are the group azioms.®> Suppose (G,e,*,-) is a
structure satisfying these axioms: that is, for all z, y, and z in G,

PN ST W N

zoe=uz, z-at =e, z-(y-2)=(x-y)- =

Then (G,e,*,-) is called a group; but more importantly, there is a set
A such that (G,e,*,0) embeds in (Sym(A),id, ~1,0); that is, the former
structure can be considered as a substructure of the latter. Indeed, A can

2Usually two more axioms are given, namely id oz = x and ! o z = id; but these
can be derived from the others.



be G itself, and the embedding of G in Sym(G) is the function that takes
an element g of G to the symmetry {(z,g-x): © € G} of G. This result
is known as Cayley’s Theorem. It is an example of complete success with
the axiomatic method.

Axiomatic set theory does not have the same success of axiomatic group
theory. It cannot have the same success. This result is known as Gddel’s
Incompleteness Theorem, and it is proved in Appendix C. This result
can be taken to illustrate reason 2 to study set theory. Sets are logically
prior to the rest of mathematics; we cannot expect to identify all of their
properties, even implicitly. We shall identify enough for some wonderful
consequences though, such as the existence of transfinite ordinal and
cardinal numbers (covered in Chapters 3, 4, and 5).

Euclid’s FElements [13] is the world’s most popular textbook, having
been in use for over two thousand years. It has been taken as the proto-
typical example of the axiomatic method. Before Euclid, many theorems
of geometry were known, such as:

1. the so-called Pythagorean Theorem (Fig. 1.1): the square on the

)
!
!

)
/

1>
I

1

!

Figure 1.1. The figure of the Pythagorean Theorem

hypotenuse of a right triangle is equal to the sum of the squares on
the other two sides;
2. the existence of five so-called Platonic solids, such as the dodeca-

hedron (Fig. 1.2).

10 1. Introduction



Figure 1.2. The dodecahedron, about a cube

Euclid’s innovation is to arrange all of these theorems in a system. Euclid
starts with some basic facts, which we call axioms or postulates:3 for
example,

e It is possible to draw a straight line from one point to another.

e All right angles are equal.
Euclid uses these axioms to prove some theorems. (His first theorem is
that it is possible to construct an equilateral triangle with a given side.)
He uses these theorems to prove other theorems, and so on.

Today it is often believed that Euclid’s axioms are insufficient to the

task of establishing all of his theorems of geometry. I would say rather

3Euclid calls them aitAuota, which is the plural of aitue. (The Greek text of Euclid
as established by Heiberg [12] can be found in various places on the Web. See
Appendix A for the Greek alphabet.) The ordinary meaning of aitAua is request,
demand. A Latin translation of the word is postulatum, and the English translation
postulate is derived from this. The Greek noun comes from the verb aitéw ask.
The Greek a&iwya means that which is thought fit, from the adjective &&ioc worthy,
from the verb &yw meaning lead etc. Several Greek compounds using this verb
have found their way into English; one example is pedagogy.

11



that Euclid’s methods of proof are not the same as the methods we use
today.4 In any case, the development of axiomatic set theory has been
inspired in part by an analysis of Euclid.

The text of Euclid’s Flements that we have today begins, not with
axioms, but with definitions of objects like points and lines. These defi-
nitions are never explicitly used to prove anything, and it is possible that
they have been added to Euclid’s original text by later editors. Let us
call them informal definitions. We shall start our own work with some
informal definitions.

One of my typographical conventions in this work is to put important
technical terms in boldface when they are being defined, or when an an
important example of their use is being given. A technical term may be
in dtalics if it is of less importance, or if it is not yet being defined.

Some writers use the expression if and only if when making definitions.
For example, they may write,

An animal that walks on two legs is a human if and only if it has no
feathers.b

However, if one knows that this is a definition, then the and only if is
not needed; it is enough to say,

An animal that walks on two legs is a human if it has no feathers.

Some (but not all) important definitions in this book are explicitly la-
belled as such:

4See Avigad et al., ‘A formal system for Euclid’s Elements’ [1], for a modern analysis
of Euclid’s methods. The abstract of this paper of 2009 reads:

We present a formal system, E, which provides a faithful model of the proofs in
Euclid’s Elements, including the use of diagrammatic reasoning.
There is a sense in which the model is not faithful: its reliance on special
symbolism—its very formalism—is foreign to the spirit of Euclid.
5In the Lives of the Eminent Philosophers [11, 6.2.40], Diogenes Laértius wrote the
following about Diogenes of Sinope (today’s Sinop):

Plato had defined Man as an animal, biped and featherless, and was applauded.
Diogenes plucked a fowl and brought it into the lecture-room with the words, ‘Here
is Plato’s man.’ In consequence of which there was added to the definition, ‘having
broad nails.’

I do not take this anecdote to have much value beyond amusement value; Diogenes
Laértius lived some centuries after Diogenes of Sinope, and he does not document
his claims. (The quotation was taken from the Perseus Digital Library http:
//www.perseus.tufts.edu/, February 17, 2011.)

12 1. Introduction



Definition o. An animal that walks on two legs is a human if it has no
feathers.

Even without the labelling, the boldface typography of the key word
should be enough to distinguish a definition.

If a theorem is given without a proof or with a sketchy proof, it is
usually assumed that the reader can supply a proof or the missing details
of the proof.

13



2. The logic of sets

2.1. Sets and classes

One of our earliest mathematical activities is counting. Counting is an
activity involving a thing that is also many things. We may count the
days in a week: the days are many things, but the week that they make
up is one thing. We cannot count things unless we can also consider them
together as one thing. I propose to refer to such a thing as a collection.
A collection is made up of individuals. In counting a collection, we take
its individuals one by one, while uttering words like one, two, three, and
SO on.

The word collection is a collective noun, and we shall use it as the
most general collective noun.” Other collective nouns are words like pair,
flock, deck (of cards), number (of things), group, family, and so on.? In
English, such nouns can be used as subjects of singular or plural verbs:

It’s where my family lives.
It’s where my family live.3

*Most general for our purposes, that is; there is no most general collective noun in an
absolute sense, because of the Russell Paradox, formalized as Theorem 12 below.
There is no collection of all collections, since if there were, then there would be a
collection of all collections that do not contain themselves; and this collection can
neither contain nor fail to contain itself.

2Despite the earlier example of days in a week, I do not think that week is a collective
noun. We didn’t count the week; we counted the collection of days in a week.
Likewise, meter is not a collective noun, even though a meter is made up of 100
centimeters.

3From Evelyn Waugh’s 1945 novel Brideshead Revisited:

‘Well?’ said Sebastian, stopping the car. Beyond the dome lay receding
steps of water and round it, guarding and hiding it, stood the soft hills.
‘Well?’

‘What a place to live in!’ I said.

“You must see the garden front and the fountain.” He leaned forward
and put the car into gear. ‘It’s where my family live’; and even then,
rapt in the vision, I felt, momentarily, an ominous chill at the words he
used—not, ‘that is my house’, but ‘it’s where my family live’.

‘Don’t worry,” he continued, ‘they’re all away. You won’t have to meet

14



The individuals that make up a collection will be called elements or
members of the collection. They are in the collection, and the collection
contains them. Collections will be allowed to have just one element or
no element. A collection is said to consist of, or comprise, its members,
and the members are said to compose the collection.# The members of
a collection share some property with one another, but with nothing else.

There may be two apparently different properties that are shared by
exactly the same individuals. An example of two such properties is

1) being in Washington,

2) being in the District of Columbia.

The city of Washington, which is the capital of the United States of
America, lies within a region called the District of Columbia, and this is
why the city is referred to as Washington, D.C. Originally, the District
also contained two other cities (namely Alexandria and Georgetown),
along with unincorporated land. Today, the city of Washington has been
enlarged, and the District shrunken, so that they have the same bound-
aries (which include Georgetown, but not Alexandria). In a word, the
city and the District are today the same in extension. However, they
differ in intension—they differ in what is intended or meant by their
names. By Washington, we refer to the capital of the USA; by District of
Columbia, we refer merely to the area in which that capital lies.5 Hence
the collection of people living in Washington differs in intension, but
not in extension, from the collection of people living in the District of
Columbia.

We shall develop a theory of a certain kind of collection—a kind of
collection which will be called a set. Sets will be certain collections
considered in extension, not intension; that is, two sets with the same
members will be considered as the same set. Sets will have the peculiarity

them.’

(Text  taken  from  http://www.en8848.com.cn/fiction/Fiction/Classic/
2008-03-20/59319_4.html, February 18, 2011.)

4Unfortunately the words comprise and compose are confused, even by native English
speakers. The former, cognate with comprehend, has the root meaning of take
together; the latter, put together.

51 do not know of a current legal distinction between the terms Washington and
District of Columbia. In my experience, Washington may refer to the metropolitan
region of which the city is the center; then District may be used to refer to the
city itself.

2.1. Sets and classes 15



that all of their members are themselves sets.® We shall start with a set
with no members: there will be only one such set, called the empty set,
denoted by @ or 0. From this we shall obtain the set {0}, whose sole
element is 0; the new set will be called 1. Then we shall be able to obtain
the set {0,1}, called 2, whose elements are 0 and 1. Continuing this
way, we shall obtain formal definitions of each of the so-called natural
numbers. The next question will be, What property do these numbers
share with one another, but with no other sets, so that we can define the
set of natural numbers?

We do not yet have these formal natural numbers, officially, because
we have no axioms yet to justify their definition. (See the Introduction,
p- 34, and Appendix E.) But meanwhile, we may note another peculiarity
of sets. The number 2 will be the set {0, {0}}. In this expression, 0 occurs
twice. But 0 is one set. The set 0 is both a member of, and a member
of a member of, the set 2. However, 0 is not a member of the set {{0}};
the only member of this set is {0}, that is, 1. Such a situation does not
often arise in ordinary life. If I put a spoon in a teacup, and the teacup
in a cupboard, then the spoon is automatically counted as being in the
cupboard.

If b is a set, and a is a member of b, we write

a € b;
if a is not a member of b, we write
a ¢ b.

if a € b, then, by our convention, a must be a set itself; even if a ¢ b, we
shall understand a to be a set in our system.

The symbol € is derived from the Greek minuscule letter epsilon (¢):
this is the first letter of the Greek verb ¢oti, which just means is. The
original idea” was that a € b means a is b, in the sense that a cat is a
mammal: ¢ is one of the b. This way of thinking is potentially ambiguous;
for us, a € b means simply a is in b.

6Some writers allow sets to have members that are not sets. In that case, the sets
that we shall use are called something like hereditary sets [23, p. 9] or pure sets [30,
§9.1, p. 238).

7It was Peano’s idea [28]. Writing in Latin, he said he would use € to mean est—the
Latin for is.

16 2. The logic of sets



We cannot expect the collection of all sets to be a set itself. It will be
called a class. More precisely, the collection of all sets is the universal
class, and we shall denote it by

V.

This class will be our object of study. Our axioms will be about this
class and its members. More precisely, V will be a world, a universe, in
which our axioms are true. A class will be a certain kind of collection of
elements of V. In particular, every set will be a class, although not every
class will be a set.

The symbol €, and also the formula x € y, can be understood to denote
a certain binary relation on V, namely the relation of membership.
There are other relations on V, and each of them is denoted by one or
more formulas. It will turn out that all relations in this sense can be
understood as classes. We shall have various formulas, and each will be
the name of a class. To say what this means, we need to develop the logic
of sets.

2.2. Formulas

In school algebra, one encounters equations like

az® 4+ bx + ¢ = 0; (2.1)
in analytic geometry,
lx =y, (2.2)
2 2 2
%—%4-%:1. (2:3)

Each of these equations is a formula in a logic for the set R of real num-
bers. I refer to R as a set, because our axioms will ultimately ensure
that R belongs to V. (See §5.6.) In formulas like (2.1), (2.2), and (2.3),
letters like a, b, ¢, and ¢ are used as constants, while letters like z, y,
and z are used as variables.® Both the constants and the variables here

8This distinction of letters at the beginning of the alphabet from letters at the end
is made by René Descartes in his Geometry [10] of 1637.

2.2. Formulas 17



denote real numbers. Somewhat imprecisely, we can describe the distinc-
tion between constants and variables by saying that a constant denotes
a particular real number, while a variable denotes all real numbers—not
considered as one thing, which is R itself, but considered as individuals.
However, in (2.1) for example, we cannot say which particular real num-
bers are denoted by a, b, and ¢; what is of interest is that, whatever real
numbers are denoted by a, b, and ¢, there are at most two real numbers
that can be denoted by x so that the equation is true.

In the logic of sets, we shall follow the same convention of using letters
like a, b, and ¢ as constants, and letters like x, y, and z as variables.
These letters, in their different ways, will denote sets. A term is a letter
that is either a constant or a variable.9 If t and u are terms, then the
string

teu

is called an atomic formula. Now, the letters ¢t and u here are not ac-
tually symbols of our logic; they just denote symbols of our logic, namely
symbols such as a or x. These letters ¢t and u then, as well as letters like
o and ¢ as used below, can be called syntactic variables.*® (Again,
see Appendix A for all of the Greek letters.)

Examples of atomic formulas include a € b as above, but also

a€a, T € a, bey, T €y, Z € z.

We may sometimes understand a constant like a as a syntactic variable
denoting an arbitrary constant, and a variable like x as a syntactic vari-

91 shall occasionally use the word term also as it is used in ordinary speech, as a
word for a word or phrase that has a precise definition. I used term in this way in
the Introduction.

1°0r syntactical variables. Older logic books like Shoenfield [30, p. 7| and Church |7,
p. 60| use this terminology; a newer book like Chiswell and Hodges [6] uses
metavariables. Syntactical variables are part of the syntaz language; Church [7,
p. 60] traces the latter term to Carnap’s Logische Syntaz der Sprache (1934). In
the 1937 translation of Carnap, one finds [5, §1, p. 4]

... we are concerned with two languages: in the first place with the language which
is the object of our investigation—we shall call this the object-language—and,
secondly, with the language in which we speak about the syntactical forms of
the object-language—we shall call this the syntax-language. As we have said,
we shall take as our object-languages certain symbolic languages; as our syntax
language we shall at first use the English language with the help of some additional
Gothic symbols.

Our own object language consists of the formulas that we are in the process of
defining.

18 2. The logic of sets



able denoting an arbitrary variable. For example, if we should refer to an
atomic formula of the form x € a, we mean this formula, but also y € a,
and z € b, and y € b, and so on.

Our atomic formulas can be called more precisely atomic e-formulas
(atomic epsilon-formulas), to distinguish them from atomic formulas in
other logics. The equations (2.1), (2.2), and (2.3) are in fact atomic
formulas of the usual logic of R; in that logic, polynomials are terms.

In our logic of sets, we do not have equations among the atomic formu-
las. Rather, we shall use equations as abbreviations of certain non-atomic
formulas; see §2.8. Our formulas in general are defined as follows.

Definition 1. A formula, or more precisely an €-formula (epsilon-
formula), is a string of symbols that can be built up by application of
any of the following rules, as many times as desired:
1. An atomic formula is a formula.
2. If a string ¢ is a formula, then the string —¢ is a formula.
3. If strings ¢ and ¢ are formulas, then the string (¢ = ) is a
formula.
4. If a string ¢ is a formula, and x is a variable, then the string 3z ¢
is a formula.
In rule 2 of the definition, the formula —¢ is the negation of ¢. The
negation of an atomic formula ¢ € u is normally written, not as -t € wu,
but as

t ¢ u.

In rule 3, the formula (¢ = %) can be called an implication, whose
antecedent is ¢ and whose consequent is ¥. In rule 4, the formula
Jx ¢ is an instantiation'* of ¢. Note here that x serves as a syntactic
variable; the formulas 3y ¢ and 3z ¢ and so on are also instantiations of
®.

Note also for example that the string —¢ in rule 2 is not a string of
two symbols, = and ¢; it is the string that begins with — and continues
with all of the symbols that are in the string called .

**Unlike negation and implication, the term instantiation does not appear to be in
common use, although it is found in Shoenfield 30, p. 18]. The formula 3z ¢ will
be understood to say that ¢ is true in some instance—that is, for some value of
x; so it makes sense to call the formula an instantiation.

2.2. Formulas 19



If a formula is defined using only the first three rules of the defini-
tion, let us say that the formula is quantifier-free.** In other words, a
quantifier-free formula is a formula in which the symbol 3 does not occur.

I take formulas to be fundamental objects, more fundamental than
numbers. In English at least, there is no system for assigning words to
all of the numbers, because number names are not customarily repeated.
Two twos are four; ten tens are a hundred; a thousand thousands are
a million. A million millions were, in France in the 16th century, given
the name billion, although this later came to understood as the name for
a thousand millions. If we must speak of a billion billions, or a billion
billion billions, then we do so; but if we must refer repeatedly to these
numbers, we shall probably come up with new words for these numbers.

It is clearer in writing that all numbers can be named; but still it is not
easy to write down the algorithm whereby all numbers can be written in
order, as numerals. We must first understand that there are ten digits.
These may best be understood as forming a circle as in Figure 2.1. For

0
9 1

5

Figure 2.1. The digits

each digit, there is a next digit, namely the digit that comes next, in
the clockwise direction, around the circle. A numeral is a string of digits.
Each digit of the numeral occupies a place in the numeral. The first place
is the leftmost place; the last place, the rightmost. A numeral may not
have 0 in the first place.

*2Shoenfield uses the term open (30, p. 36]; it is faster to say, but the meaning is not
so obvious.
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The numerals themselves have an ordering, in which the first numeral
is 1. Given a numeral, we obtain the next numeral as follows. We replace
the digit in the last place with its next digit in the circle. If this next
digit is 0, then we also replace the digit in the next-to-last place of the
numeral with its next digit in the circle. If this next digit is 0, then we
replace the digit in the next place to the left with its next digit, and so
on. If the digit in the first place becomes 0, then a new first place is
added to the left, and the digit 1 is placed there.

Perhaps the first numerals to arlse hlstorlcall and the easiest to de-
scribe, are just strings of marks: , Iyll and so on. We can
define these by:

1. | is a numeral.

2. If a string s is a numeral, then so is sl
Our definition of formulas, Definition 1, is only slightly more sophisticated
than this. The definition of formula does assume we have indefinite lists
of constants and variables. We could assume that our constants are a, a’,
a”, and so on; and our variables, x, 2/, ", and so on. That is, we could
use the definition:

1. a is a constant, and x is a variable.

2. If s is a constant or variable, then s’ is respectively a constant or

variable.
But I do not see a need to be this precise about defining constants and
variables.

2.3. Logic

Formulas in general are part of the subject-matter of the field of logic.
Propositional logic is about quantifier-free formulas; predicate logic takes
up the rest.*3

Our formulas, the €-formulas, are just a tool to be used for under-
standing sets. Formulas and their symbols are not considered as sets
themselves. Constants will only be names of sets, and formulas will be
names of classes. Sets will be classes, though not every class will be a
set. The situation can be depicted as in Figure 2.2. The arrows point as

*3The sign € is an example of a predicate. Predicate logic may also be called first-
order logic, but then there is something more: second-order logic. The distinction
between first- and second-order logic is not meaningful in the context of set theory.
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formulas ~ [F--__
= classes

— > sets

constants <

Figure 2.2. The logic of sets

they do, because again:

1. Every constant will denote a particular set.

2. Every set can be denoted by some constant.

3. Every formula will denote a class.

Conversely, every class is denoted by a formula; but the formula is not
unique. In the terminology introduced in §2.1, a class can be understood
as the extension of a formula; but different formulas can have the same
extension.#

More precisely, the correspondences in Figure 2.2 occur in a particular
context: they are not fixed once for all. This is why the arrows in the
diagram are dashed. The letter a does not denote a set right now; but
whenever we happen to have a particular set, we may denote it by some
letter, and this letter can be a, unless a has already been used to denote
another set. (We can however use different letters for the same set.)

The logic of sets can be constrasted with other logics, such as the
logic of R mentioned above. The equations (2.1), (2.2), and (2.3) can
be considered to denote their solution-sets.*> These solution-sets are,
respectively, a certain set of real numbers, a certain set of ordered pairs
of real numbers, and a certain set of ordered triples of real numbers. A

*4]t will be possible to consider classes as equivalence-classes of formulas.
*5The solution-sets of (2.2) and (2.3) are usually called graphs: a parabola and an
hyperboloid of one sheet, respectively.
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real number itself cannot be any of these sets. The situation is as in
Figure 2.3. A remarkable point about the logic of sets is seen in the

formulas [F——-—- - solution sets

constants e ———————— - R

Figure 2.3. The logic of R

difference between figures 2.2 and 2.3: in the logic of sets, constants
denote some of the same things that formulas denote.

Definition 1, of formula (more precisely, €-formula), makes it possible
to prove theorems about the collection of formulas that will be useful for
us. Indeed, the definition of formula is the kind of definition that can be
described by either of two adjectives: it is

e recursive, because it involves recurrent (repeated) application of
certain rules;
e inductive, because theorems about the collection of things with
the given definition can by proved by induction.
I prefer to call such a definition recursive, leaving the word inductive to
describe the kind of proof that the definition allows.

For example, the natural numbers can be given a recursive definition:

1. 0 is a natural number.

2. If n is a natural number, then so is n + 1.

Such a definition will be made officially as Definition 12 in §3.1, and then
the collection of natural numbers will be called N. Our theoretical work
in this chapter and the next will give clear meanings to the expressions
0 and n + 1. In Definition 15, we shall have a non-recursive definition
of a class denoted by w, and then the classs denoted by |Jw will be
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called the class of formal natural numbers. We shall show that we may
assume N is just | w; but we cannot prove that they are the same. After
Theorem 43, we shall have that [ Jw and w are the same.

Meanwhile, we do not officially have the natural numbers. Unoffi-
cially, we may note that their recursive definition makes possible the
usual method of inductive proof, whereby every natural number has some
property if

1) 0 has the property, and

2) n+ 1 has the property on the assumption that n has the property.
In general, an inductive proof has as many parts as the corresponding
recursive definition. Our first example of an inductive proof concerning
formulas will be Lemma 2 below; the proof will have four parts, like
Definition 1.

When a string is a formula, then the history of its construction as a
formula can be shown in a tree, called the parsing tree of the formula.*6
For example, the parsing tree for the formula

“(Frzrex=xé¢x)

is as in Figure 2.4. In the definition of formula, if implications did not

|—\(E|xx€x:x§éx)|

|(E|xx€x:>x¢x)|

|E|:cx€x| |x§éx|

o B

Figure 2.4. A parsing tree

have parentheses, then the parsing tree for a given formula might not be

167 take the terminology from Chiswell and Hodges [6], who make much use of parsing
trees. Strictly, such trees are examples of labelled trees. The Wikipedia article on
parsing trees in the present sense has the heading Parse tree (on March 6, 2011),
although I added the alternative form parsing tree.
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unique; there might be more than one way to construct the same formula.
With the definition of formula as it is, the parsing tree is unique. This is
a consequence of Theorem 1 below, which takes a bit of work to prove.
Part of the proof is easy; it is the following immediate consequence of
the definitions:

Lemma 1.
1. Atomic formulas begin with terms.
2. Negations begin with —.
3. Implications begin with (.
4. Instantiations begin with 3.

Note well that none of the symbols —, (, and 3 is a term, and none is
the same as any other. So an atomic formula cannot also be a negation, a
negation cannot also be an implication, and so forth. There remains the
question of whether an implication can be an implication in more than
one way. Does an implication have a unique antecedent and consequent?
We shall be able to settle this by means of the next lemma.

We shall use the following terminology. A proper initial segment of
a string is the string that results from deleting one or more (but not all)
symbols from the end. An initial segment of a string is either a proper
initial segment, or the string itself.

Lemma 2. No proper initial segment of a formula is a formula.

Proof. We prove the lemma in the following version: for all formulas ¢,
e 10 proper initial segment of ¢ is a formula, and
e (o is not a proper initial segment of a formula.
By Lemma 1, if an initial segment of an atomic formula is itself a formula,
it must be an atomic formula; if of a negation, a negation; and so on.
Now we can complete the proof by means of induction. Since the recursive
definition of formula has four parts, so will our inductive proof.

1. Our claim holds for atomic formulas, since each of these is exactly
three symbols long.

2. If the claim holds for ¢, then it holds for —¢. Indeed, every proper
initial segment of —p is =S for some proper initial segment S of p. If S
must not be a formula, then =S is not a formula either. Similarly, every
string of which - is a proper initial segment is =7 for some string T’
of which ¢ is a proper initial segment; if 7" must not be a formula, then
neither is =7 a formula.
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3. Suppose the claim holds for ¢ and ¢. Then it holds for (¢ = ).
Indeed, if an initial segment of the last formula is a formula itself, then
it must be (0 = p) for some formulas 6 and p. If § and ¢ are the same
formula, then p is an initial segment of 1. The other possibility is that 6
is an initial segment of ¢, or ¢ is an initial segment of §. By our inductive
hypothesis, § must be ¢, and then p must be . Similarly, if (¢ = )
is an initial segment of a formula, then that formula must be (¢ = )
itself.

4. Finally, if the claim holds for ¢, then it holds for Jx ¢, just as it
holds for —p. This completes the induction. O

The following will justify various recursive definitions of functions on
collections of formulas.

Theorem 1 (Unique readability). Fach formula is of only one of the
four kinds: atomic formulas, negations, implications, and instantiations.
Moreover, a formula is of one of these kinds in only one way. In partic-
ular, if @, 1, 0, and p are formulas, and the two implications (¢ = )
and (0 = p) are the same formula, then ¢ and 0 are the same formula,
and so are Y and p.

Proof. The first claim follows from Lemma 1. The second claim follows
from Lemma 2, since (in the notation of the claim) one of ¢ and 6 is an
initial segment of the other, so they are the same, and hence 1 and p are
the same. O

So far we have worked out the syntax of formulas: the rules for their
construction, and some consequences of these rules. The next job is to
work out the semantics of formulas: what they mean, and which of them
can be called true. The distinction between syntax and semantics is not
always clear. In §2.5, we shall develop two notions: logical entailment,
and syntactic derivation. The former notion can be called semantic. They
differ in intension; but they will turn out to be the same in extension.

2.4. Sentences and truth

Quantifier-free formulas that have no variables are called quantifier-free
sentences. Among such formulas are the atomic formulas a € b, which
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we may obviously call atomic sentences. We have just given a non-
recursive definition of the quantifier-free sentences. There is also a recur-
sive definition:

Definition 2. The quantifier-free sentences are given by the following
rules.

1. Every atomic sentence is a quantifier-free sentence.

2. If ¢ is a quantifier-free sentence, then so is —o.

3. If o and 7 are quantifier-free sentences, then so is (o = 7).

We know what it means for atomic sentences to be true or false. We
extend the definition as follows.

Definition 3. A quantifier-free sentence is false if it is not true; and
quantifier-free sentences are true under the conditions given by the fol-
lowing rules.
1. An atomic sentence a € b is true if a € b. (That is, a € b is true if
and only if a is a member of b.)
2. A quantifier-free sentence —o is true if o is false.
3. If o and 7 are quantifier-free sentences, then (o = 7) is true if
either o is false or 7 is true.

This definition is recursive. It is not a recursive definition of a collec-
tion. Rather, it is a recursive definition of a function, namely a function
on the collection of quantifier-free sentences. This collection has the re-
cursive definition above, in three parts, and the definition of the function
on this collection has three corresponding parts. But we must check that
the definition of the function is valid: we must check that there really
is such a function. In the definition, rule 3 assumes that ¢ and 7 are
uniquely determined by the whole formula (¢ = 7). This assumption is
justified by Theorem 1. Some books overlook the need for such justifica-
tion; but if implications did not have parentheses, then truth could not
be unambiguously defined.

If o is true, we may write simply o (as we did in rule 1). Then (o = 7)
is true if and only if the English sentence

If o, then 7

is true. We can compute whether an arbitrary quantifier-free sentence
is true or false by means of a truth table. The reader may well be fa-
miliar with truth-tables; but different writers treat them differently. I
understand them as follows.
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In the parsing tree for any formula, the various formulas that occur are
just the subformulas of the original formula. Each subformula that is
not atomic is obtained from one or two other subformulas by application
of one of the symbols -, =, and 3. (We also add parentheses when
the symbol is =, and we add a variable when the symbol is 3.) If the
original formula is a quantifier-free sentence o, then all of the subformulas
are quantifier-free sentences. We consider one of these quantifier-free
sentences to have the value 1 if it is true, 0 if it is false.!” This value,
1 or 0, is the truth value of the sentence; a sentence denotes its truth
value, as a constant denotes a set. We can compute the truth values of
the subformulas of ¢ in turn, from the atomic subformulas all the way up
to o itself. Suppose, in the construction of o, we have used letters like P,
@, and R in place of the atomic sentences: we can think of these letters
as syntactic variables, either for atomic sentences, or for their possible
truth values. Then each subformula corresponds to a single symbol in
o: either one of the letters just mentioned, or =, or =. We can write
out the whole of o, and write the values of its subformulas under the
corresponding symbols. We may include all possible values of the atomic
sentences that occur; then we get a truth table.

The rules of computation are shown in Table 2.1. The parsing tree of a
particular quantifier-free sentence is shown in Figure 2.5; the truth table
of this quantifier-free sentence is worked out in stages in Table 2.2; the
truth table itself is in Table 2.3. This particular quantifier-free sentence,
(P = (-Q = —(P = Q))), happens to take the value 1, no matter what
values are assigned to the atomic sentences P and Q; therefore it can
be called a tautology. A quantifier-free sentence that always takes the
value 0 is a contradiction.

Definition 4. An arbitrary €-formulas is a sentence, or more precisely
an €-sentence, if it has no free variables. The collection of free vari-
ables of a formula is defined recursively:

1. The free variables of an atomic formula are just the variables that

occur in the atomic formula.

2. The free variables of —¢ are the free variables of ¢.
The free variables of (¢ = 1) are the free variables of ¢ or 1.
4. The free variables of Jx ¢ are those of ¢, except x.

@

17Some writers, as Stoll [32, Ch. 4, Exercise 3.7], use 0 and 1 in the opposite sense.
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Table 2.1. The two basic truth tables

[(P=(-Q=~(P=0Q)]
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7] [9]

Figure 2.5. The parsing tree of a quantifier-free sentence

Here again, part 3 relies on Theorem 1. Of course we want to define
truth and falsity of arbitrary €-sentences. To do this, we must deal with
a complication. The same variable may occur several times in a formula.
We distinguish between:

1. A variable that occurs in a formula.

2. The particular occurrences of that variable in the formula.

So for example only one variable occurs in the formula « € x, but this
variable has two occurrences in the formula. Now, every occurrence of a
variable z in a formula ¢ is also an occurrence in one or more subformu-
las of ¢. If one of these subformulas is an instantiation Jx ), then the
occurrence of z in ¢ is said to be a bound occurrence.*® Occurrences

18 A bound variable is so called because the symbol 3 binds it—ties it down. The
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P = - Q@ = - (P = Q)
0 0 0 0
1 0 1 0
0 1 0 1
1 1 1 1
0 1 0 0O 1 O
1 1 0 1 0 0
0 0 1 0o 1 1
1 0 1 1 1 1
0 1 0 0 0 1 0
1 1 0 11 0 0
0 0 1 0o 0 1 1
1 0 1 1 1 1 1
0 10 0 0 0 1 O
1 1 0 1 1 1 0 O
0 o 1 1 0 O 1 1
1 0 1 1 1 1 1 1
6o 1 1 0 0 O O 1 O
11 1 0 1 1 1 0 O
o 1 0 1 1 0 0 1 1
11 o0 1 1 1 1 1 1

Table 2.2. The filling-out of a truth table

that are not bound are free occurrences. For example, the formula
—(Jzx € x = x ¢ x) has the free variable z; but only the last two occur-
rences of x are free; the first three are bound. Thus it is possible that,
in a formula, some occurrences of a free variable are bound and not free.
In this case, the variable is free only because some other occurrences are
free.

In practice, we never need such formulas. All we need are good for-
mulas, which can be defined recursively as follows.

relevant verb is bind, bound, bound, whose ancestor is found in Old English (English
as spoken before the Norman Conquest of 1066). There is an unrelated verb bound,
bounded, bounded, which is also used in mathematics; this verb is derived from the
noun bound, which came to English from French (more precisely, Anglo-Norman)
in the 13th century [20].
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(P = - Q@ = -~ (P = Q)
0 1L 1 0 00 0 1T 0
1 1 1 0 1 1 1 0 0
0o 1 0 1 1 0 0 1 1
1 1 0 1 1 1 1 1 1

Table 2.3. A truth table

1. Every atomic formula is good.

2. The negation of a good formula is good.

3. If ¢ and 1 are good, and every variable that occurs in both of them

is a free variable of each of them, then (p = 1) is good.

4. If ¢ is good, and z is a free variable of ¢, then Jz ¢ is good.
A good formula should be a formula in which, for every variable z, the
string 3z does not occur twice, and if it occurs once, then x is not a free
variable of the formula. The latter condition is more important; we prove
that it is satisfied as follows.

Theorem 2. In a good formula, every occurrence of a free variable is a
free occurrence.

Proof. We use induction.

1. Since the symbol 3 does not occur in atomic formulas, every occur-
rence of a variable in an atomic formula is a free occurrence.

2. Suppose z is a free variable of . Then z is a free variable of ¢. If
every occurrence of x in ¢ is a free occurrence, then the same is true of
-, since the subformulas of —¢ are the same as those of ¢, except for
—p itself, and this is not an instantiation.

3. Suppose z is a free variable of (¢ = %), and this is a good formula.
Then z is a free variable of ¢ or of ¥, and if z does occur in one of these
formulas, then it is a free variable of that formula. Suppose further that
every occurrence in ¢ of a free variable of ¢ is a free occurrence, and the
same is true for ¢». Then, in particular, every occurrence of x in ¢ or in ¥
is a free occurrence. Therefore every occurrence of z in (p = ) is a free
occurrence, since the subformulas of this formula are the same as those
of ¢ and 1, except for (¢ = 1) itself, which is not an instantiation.

4. Finally, suppose x is a free variable of dy ¢, and in ¢, every occur-
rence of a free variable is a free occurrence. Then y is not x, so every
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occurrence of x in Jy ¢ is an occurrence in ¢ and therefore a free occur-
rence in ¢. Also every free occurrence of z in ¢ is a free occurrence in
Jy . O

Suppose ¢ is a singulary formula, namely a formula with just one
free variable; and let that variable be x. (For example, the formula could
be z € x or Jyy € x.) Then we may denote ¢ by

p(z).

If t is a term, and if we replace every free occurrence of  in ¢ with ¢, we
obtain the formula denoted by

o(t).

We may say that we obtain ¢(t) from ¢(z) by substitution of ¢ for z. If

p is a good formula, then every occurrence of x in ¢ is a free occurrence,

by Theorem 2. Note however that, if y is a variable other than x that

occurs in ¢(z), then ¢(y) need not be a good formula. Such is the case

when ¢ is Jyy € a & = € z. In practice, we always avoid this situation.
We use the letters o and 7 as syntactic variables for €-sentences.

Definition 5. An €-sentence is false if it is not true. An €-sentence is
true according to the following rules, which include the rules given above
for truth of quantifier-free sentences:

1. An atomic sentence a € b is true if a € b.

2. A sentence —o is true if o is false.

3. A sentence (0 = 7) is true if either o is false or 7 is true.

4. A sentence Jx ¢(x) is true if there is a set a such that ¢(a) is true.

Because of rule 4, the sentence 3z p(z) is said to result from ¢(z) by
existential quantification of the variable x.

We have not quite given a recursive definition of the €-sentences, and
the definition of their truth is not quite recursive in the foregoing sense.
But it is close enough. We can understand the definition of the truth of
a sentence as the definition of the truth of the sentences that result from
a formula when its free variables are replaced with constants.
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2.5. The theory of sets

Our goal is to identify all true €-sentences. The collection of these true
sentences is called the theory of sets or set theory. In one sense, a
weak sense, we have already achieved our goal, simply by defining what
it means for a sentence to be true. However, if possible, we should like
to have an algorithm for determining whether a given €-sentence is true.
Truth tables give us an algorithm for determining whether quantifier-free
sentences are true; but many €-sentences are not quantifier-free sentences.

The truth value of an arbitrary €-sentence is still determined by the
truth values of atomic sentences. So we are able to consider whether a
given sentence would be true under a possibly incorrect assignment of
truth values to atomic sentences. In other words, we are able to consider
whether a given sentence would be true under an arbitrary interpreta-
tion of the symbol €.

Definition 6. If a sentence would be true under every interpretation of
€, then the sentence is called logically true. If o is logically true, we
may express this by writing

Eo.

Here the symbol = is the semantic turnstile.

The tautologies as defined so far are examples of logically true sen-
tences; but there are other examples. Indeed, suppose o is a one of these
tautologies. For each atomic sentence P that occurs as a subformula of
o, we choose some sentence 7, and we replace each occurrence of P in
o with 7. Call the resulting sentence ¢’. We enlarge the meaning of
tautology to include such sentences o¢’.

Theorem 3. Tautologies are logically true.

Proof. 1 take the claim to be an obvious consequence of the definitions.
In the notation just used, the truth value of ¢’ can be read off from the
truth-table of o, when one knows the truth value of the sentences 7; but
then the former truth value will always by 1. O

Examples of logically true sentences that are not tautologies are given
by the following.
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Theorem 4. If o is a sentence in which x occurs, but y does not, and
the sentence o' is obtained from o by replacing each occurrence of x with
y, then (o = d’) is logically true:

E(oc=0d).
If also o is a good sentence, then so is o’.

Proof. The sentence ¢’ is what results from o if the variable z is consid-
ered to be y, and y to be x. Such a change does not affect the truth or
goodness of a sentence. O

In the theorem, note that (¢ = ¢’) is not a good sentence unless no
bound variable other than x occurs in o.

Some true sentences are not logically true. We shall establish some
such sentences by means of our intuition for what sets are, and we shall
declare these sentences as arioms. An axiom then is just a true sentence,
considered as being ‘obviously’ true.*® We continue from the axioms by
means of the following notion.

Definition 7. Given a collection ¥ of sentences, suppose T is a sentence
that would be true in any interpretation of € in which each sentence in
> was true. Then 7 is a logical consequence of ¥, and ¥ logically
entails 7. We may express this with the semantic turnstile by writing

YSET

We may say now that the symbol | denotes the relation of logical
entailment.>°

The logically true sentences are those that are logical consequences of
every collection of formulas, in particular the empty collection. We shall
want to find the logical consequences of our axioms. How one discovers

91t may be that a particular axiom is not obviously true, but obviously useful for
proving interesting theorems.

29Strictly, there is no need to use the adjective logical; we can just refer to the relation
as entailment. It is the relation defined in the Wikipedia article of that name,
http://en.wikipedia.org/wiki/Entailment (accessed Febuary 20, 2011). But the
word logical should clarify the relation better than simply entailment. We are going
to define a second way to get sentences from collections of sentences, and it will
be important to distinguish this from logical entailment.
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interesting logical consequences is a difficult question; but if they have
been discovered, then it will be possible to derive them mechanically from
our axioms, by means of rules of inference. The following theorem gives
an example of such a rule.

Theorem 5 (Detachment). From the truth of o and (o = 7), the truth
of T can be inferred.

Proof. The claim follows immediately from the definition of the truth of
an implication. O
The Rule of Detachment can be stated as an imperative:
From o and (o = 7), infer 7.
We can also write this rule as
o (c=1)ET

We can now define a rule of inference as a theorem that a sentence of
a certain kind is a logical consequence of certain other sentences. The
Detachment Rule is the rule of inference that 7 is a logical consequence
of o and (0 = 7). Because of this rule, every logically true implication
yields a rule of inference. For example, the following implications are
tautologies:

(P = Q)= (=@ = ~P)),
(=P =Q) = (-Q = P)),
(P =-Q) = (@ =~P)),
(=P =-Q)=(Q@=P)).

(
(
(

These give us the rules of inference that we can refer to collectively as
Contraposition:

From (o = 1), infer (-7 = —0).
From (—o = 7), infer (-7 = o).
From (o = —7), infer (7 = —0).
From (-0 = —7), infer (7 = o).

From the tautologies

(P:>ﬁﬁP)7 (ﬁﬁP:>P)’

we have the rules of Double Negation:
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From o, infer ——o.
From ——o, infer o.

To prove a sentence o by Contradiction, we find some false sentence 7
such that (-0 = 7) is true. By Contraposition, we infer (-7 = o), and
then, since —7 is true, we can infer o by Detachment. In short, we have
the first of the following rules of inference; the others follow similarly.

From (-0 = 7) and —, infer o.
From (¢ = 7) and -, mfer -0
From (-0 = —7) and 7, infer o.
From (0 = —7) and 7, infer —o.

To continue our investigations of rules of inference, it is convenient to
have some abbreviations of formulas:

Definition 8.
1. For (¢ = 1), we write

(o V).
2. For =(—¢ V =), we write
(p & 1p).
3. For ((p = ¢) & (v = ¢)), we write
(o & v).
4. For =3z —p, we write
Yz .

The abbreviations so defined are, respectively, disjunctions, conjunc-
tions, equivalences, and generalizations.

Let us acknowledge that these abbreviations mean what they are sup-
posed to mean:

Theorem 6. Suppose o and T are sentences, and ¢(x) is a singulary
formula.
1. The sentence (o V 7) is true if and only if at least one of the two
sentences o and T is true.
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2. The sentence (o & 7) is true if and only if both sentences o and T
are true.

3. The sentence (o < T) is true if and only if either both sentences o
and T are true or both are false.

4. The sentence Y p(x) is true if and only if, for each set a, the
sentence @(a) is true.

Since, for example, ((P & Q) = P) is a tautology, we have the rule,
From (¢ & 7), infer o.
Similarly, there is a rule,
From o, infer (o V 7).

Such rules of inference can be multiplied as needed. More logical truths
are as follows:

Theorem 7 (Specialization). For all singulary formulas o(z) and sets
a, the sentences

(p(a) = Fz p(z)), (Ve o(z) = ¢(a))
are logically true.

Proof. The first sentence follows immediately from the definitions of truth
of implication and instantiation. Then the second is obtained by Contra-
position (and the definition of a generalization). O

We now have two more rules of inference:

From Vz (), infer p(a).
From ¢(a), infer 3z ¢(x).

Another rule of inference is given by the following.

Theorem 8 (Generalization). Suppose p(x) is a formula, and a is a
constant not occurring in p(x) or the sentence o.
1. If (p(a) = o) is logically true, then so is the sentence

3z p(x) = o).
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2. If (o0 = ¢(a)) is logically true, then so is the sentence
(0 = Y o(x)).

Proof. In the first part, because (¢(a) = o) is logically true, it is true
for all sets a. If 3z ¢(x) is false, then (Jx¢(x) = o) is true. Suppose
Jz p(z) is true. Then (b) for some b. We can give b the name a, since the
constant a does not occur in ¢(x) or o. Then ¢(a) is true, and therefore
o, by Detachment. In each case then, (3z ¢(x) = o) is true. The second
part then follows by Contraposition. O

Note the importance of the several conditions in the theorem:
1. If o is false, then we have ((a € b= a ¢ b) = o), but not Iz (z €
b= a¢b)= 0); here a still occurs in (x € b= a ¢ b).
2. Ifa ¢ b, but xx € b, we have (a €b=a €b), but not Iz x € b=
a € b); here a occurs in a € b.
3. If a ¢ b, but ¢ € b, We have (a € b= ¢ ¢ b), but not (Jzz € b=
¢ ¢ b); here (a € b= c ¢ b) is not logically true.
We now know enough to be able to establish every logical entailment
mechanically. The first step is to establish the logical truths, by the
process implicit in the next definition.

Definition 9. As logical axioms, we take:
1) the tautologies,
2) the sentences (¢(a) = 3z p(z)).
Then the logical theorems?* are defined as follows.
1. Logical axioms are logical theorems.
2. If 0 and (0 = 7) are logical theorems, then so is 7.
3. If (p(a) = o) is a logical theorem, and a does not occur in ¢(z) or
o, then (3z ¢(z) = o) is a logical theorem.
If o is a logical theorem, we may express this by writing

Fo.

Here the symbol I is the syntactic turnstile.

21Some sources, such as Shoenfield [30], will refer to logical theorems simply as the-
orems; but they should be distinguished from the sentences in ordinary language
(with some symbolism) that are labelled as theorems in books of mathematics like
the present one.
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A sentence o that is a logical theorem is so called because it has a
formal proof: a list 7, 7/, 7", ..., o of sentences, ending with o, in
which each entry is either:

1. a logical axiom, or

2. a sentence p, where sentences m and (7w = p) come earlier in the

list, or

3. a sentence (Jx ¢(x) = p), where the sentence (p(a) = p) comes

earlier in the list, and a does not occur in ¢(z) or p.
We generally do not want to write down such formal proofs; it is enough
to convince ourselves that they exist. Meanwhile, we should note:

Theorem g. Ewvery logical theorem is logically true: if - o, then = o.

Proof. We use induction.

1. The logical axioms are logically true by Theorems 3 and 7.

2. If o and (0 = 7) are logical theorems that are logically true, then
7 is logically true, by Theorem .

3. If (p(a) = o) is a logical theorem that is logically true, and a
does not occur in p(x) or o, then (Jxp(z) = o) is logically true, by
Theorem 8. O

The converse of this theorem is G6del’s Completeness Theorem,
which is Theorem 167 in Appendix B. The theorem is in an appendix,
because we shall never need to appeal to the theorem in justification
of anything we do. We may use informal methods to establish some
particular logical truth o. If one knows the Completeness Theorem, then
one knows that a formal proof of o can always be found. If one doubts
this though, one can just go ahead and find the formal proof.

The following establishes a useful abbreviating convention for writing
formulas.

Definition 10.

1. We need not write the outer parentheses of a formula (if it has
them).

2. We can remove internal parentheses by understanding & and V to
have priority over = and <, so that for example ¢ & 1 = x means
(p & ¥) = x, which in turn means ((¢ & ¥) = x).

3. When the symbol = is repeated, the occurrence on the right has
priority, so ¢ = ¥ = x means ¢ = (¥ = x).
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For an example of a logical theorem, let o be the sentence
Bz p(x) = 7) = Jz(p(z) = 7).

It is not hard to see that o is logically true. Indeed, suppose 3z p(x) = 7
is true. We can consider two cases:
1. If 3z () is also true, then 7 is true. Consequently, p(a) = 7 is
true (no matter what a is), so 3z (¢(x) = 7) is true.
2. If 3z p(z) is false, then, no matter what a is, we have —p(a), so
o(a) = 7, and again 3z (p(z) = 7).
In either case, we get 3z (¢(x) = 7) on the assumption that Iz p(z) = 7.
This means o is logically true. By the Completeness Theorem, o must
be a logical theorem; but to establish this directly is more laborious. We
can do it though. Keeping in mind the conventions of Definition 10, we
have the following logical axioms:

7= ¢la) =T,
(pla) = 7) = Jz (p(x) = 7).

We also have, as a logical axiom, the tautology
(P=Q)=(Q@=R)= (P=R),

which we use in the form

(1= v(a) = 71)
= ((pla) = 7)== Fz(p(x) = 7)) = (1= Tz (p(x) = 7).

Using this with the first axiom above, by Detachment we derive
((pla) = 7) = Fz (p(z) = 7)) = (1 = 3z (p(x) = 7)).
Using this with the second axiom above, by Detachment we derive
7= 3z (p(x) = 7).
We also have the tautology

(P=Q)=R=(R=P)=Q,
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which we use in the form
(r=3z(p()=>7)=xex) = (Frze(r) = 7) = 3z (e(x) = 7).
By Detachment again, we derive
Fzp(z) = Tz p(x) = 7) = Jz(p(z) = 7).

We have now written down a formal proof (with explanations) of this last
sentence. This basically takes care of case 1 above. For case 2, we have
the tautologies

—p(a) = (p(a) = 1),
w(a) = Jxp(x).

By Detachment by means of the appropriate tautologies, we derive

~3z p(x) = ~p(a),
~p(a) = Jz (p(z) = 1),
-3z p(z) = Jz (p(z) = 7).

We can combine the two cases by Detachment and tautologies to derive
0. So o is a logical theorem—which we already knew, if we accepted the
Completeness Theorem.

Now that we know how to derive the logical truths, the next step is to
be able derive true sentences from axioms:

Definition 11. Suppose I' is a collection of sentences. The sentences
that are derivable from I', or that can be derived from I', are defined
recursively:

1. Every logical theorem is derivable from T'.

2. Every sentence in I' is derivable from T

3. If o and (0 = 7) are derivable from T', then so is 7.
If a sentence o is derivable from I', we can express this with the syntactic
turnstile, writing

I'to.

We may want to have a name for the relation thus symbolized by F. I
propose to call it derivation, or more precisely syntactic derivation.>?

22The adjective syntactic serves as a reminder of what is involved. See footnote 20
above.
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If o is derivable from I', then, as with logical theorems, this is shown
with a formal proof: this is now a list 7, 7/, 7"/, ..., o of sentences,
ending with o, in which each entry is either:

1. a logical theorem, or

2. a sentence in I', or

3. a sentence p, where sentences 7 and (7 = p) come earlier in the

list.

Theorem 10. Sentences that are derivable from a collection are logical
consequences of that collection: if '+ o, thenT = o.

Proof. Let T' be a collection of sentences. We prove by induction that
the collection of sentences derivable from I is a collection of logical con-
sequences of T'.

1. Logical theorems are logically true by Theorem g and are therefore
logical consequences of T'.

2. Every sentence in I is trivially a logical consequence of I'.

3. If o and (0 = 7) are derivable from I' and are logical consequences
of T', then 7 is a logical consequence of I' by Theorem 5. O

The converse of this theorem is the Completeness Theorem, given as a
porism to Theorem 167 in Appendix B. This theorem ensures that our
method of obtaining logical consequences through syntactic derivation is
complete in the sense that every logical consequence can be so derived.
The syntactic notion of derivation completely captures the semantic no-
tion of logical entailment.

Nonetheless, suppose I is a collection of axioms that we can write down
or at least describe. (It may be an infinite collection.) The collection of
logical consequences of I' must itself be incomplete, in that there will
be some sentence such that neither itself nor its negation is a logical
consequence of I'. This is G6édel’s Incompleteness Theorem, which
is proved in Appendix C as Theorem 168. The precise statement of
this result requires a precise formulation of what it means to write down
I'. There should be an algorithm for writing down the sentences of T'.
Consequently, there is no algorithm for writing down all true €-sentences.
The best we can do is try to identify those axioms from which all theorems
of mathematics known so far can be derived.

Our axioms are supposed to be true. We cannot prove their truth in any
meaningful way, unless they are logically true. Each axiom does constitute
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a one-line proof of itself from the collection of all axioms, but this tells
us nothing. We might hope to prove that our axioms are consistent,
that is, no contradiction is derivable from them. This hope is dashed by
Godel’s Second Incompleteness Theorem, also in Appendix C. In
Chapter 6, however, we shall be able to show that, if certain collections
of axioms are indeed consistent, then certain larger collections are also
consistent.

Meanwhile, another standard tool in deriving logical consequences is
the following.

Theorem 11. These sentences are logically true:
(Vo () & —Jp (z)), (Fz () & Yz p(z)).
Proof. We show that they are logical theorems. We have

p(a) = Jz p(x)),

= (
= (=mw(a) = ¢(a)),

F ((==p(a) = ¢(a)) = ((pla) = 3z p(x)) = (-p(a) = Fz p(x)))),
F((p(a) = 3z p(2)) = (mp(a) = Fz @(2))),
F (mp(a) = 3z p(x)).

Assuming a does not occur in ¢(z), we have then
F 3z ——e(x) = Jz o(x)).

Similarly,
F (3z p(z) = Jz—p(x)).

By using the tautology (P = Q) = ((Q = P) = (P < @))), we obtain

F 3z ——p(x) & Jzp(z)).

Then, by means of the tautology (P < Q) = (-P < —(@Q), we obtain the
first claim. The second claim is established similarly. O

We shall not generally write out proofs in such detail.

In our theorems so far, we have made no reference to sets or the symbol
€. Now we do, in our first theorem that is specifically about sets. Russell
expressed this observation in a letter [2g] to Frege.
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Theorem 12 (Russell Paradox). There is no set consisting precisely of
the sets that do not contain themselves:

—JyVr(z ey e x ¢ x).
Proof. Suppose on the contrary that
Ve (zreyex ¢).
By definition, there is a set a such that
Ve(reaszé¢x).
Then in particular, by Specialization,
acasada.

This is a contradiction; in particular, it is false. Therefore, by Contra-
diction, the claim holds. O]

I said this theorem was about sets. And yet the theorem is logically
true, since we have

FMVz(zreaesrér)=(a€casada)),
FVr(reasardr)=(bebsbdd)),
F@yVe(zeyeordr)=(bebabéd)),
F-JyVa(r ey < ax ¢ x).

So really, the theorem is about what happens when we have a binary
predicate (which is what € is).

For example, we might suppose x and y stand for men in a village,
and instead of x € y, we can consider the formula z is shaved by y (or
y shaves ). Then we get the Barber Paradox, reported by Russell:
There can be no man in a village who shaves precisely those men in the
village that do not shave themselves; for if there were such a man, he
would shave himself if and only if he didn’t. (There could however be a
woman in the village who shaves exactly those men that do not shave
themselves.)

44 2. The logic of sets



2.6. Relations and classes

We can now start to complete the picture given above in Figure 2.2.
Suppose ¢(x) is a singulary formula. If ¢(a) is true for some set a, then
a is said to satisfy . The collection of those sets that satisfy ¢ can be

denoted by
{z: o(z)}.

Such a collection is called a class. It can also be called a singulary
relation on V. The relation {z: p(z)} is said to be defined by the
formula .

The Russell Paradox, Theorem 12 above, is that the class {z: z ¢ z} is
not a set.?3 Indeed, we have defined classes in general only after defining
the class V of all sets. Therefore we cannot just assume that an arbitrary
class will be a set, since in that case the class must already have been a
member of V.

We may choose to denote the class {z: p(x)} by a boldface®* capital
letter, such as C. Then, instead of ¢(a), we may write

aeC.

The letter C here, like ¢, is a syntactic variable. The reason for intro-
ducing it is twofold.

1. It is easier to write C than {z: ¢(x)}, especially if ¢ is a long

formula.

2. Different formulas may define the same class.
Indeed, we define two classes to be equal, or the same, if they have the
same members. In other words, we consider classes only in extension.
Equality is denoted by the sign

the equals-sign. So we have

{z: p(x)} = {z: ¢(2)}
if and only if we have
Va (p(x) & ¢(x)).

23Frege had in effect assumed that all classes were sets. There is some scholarship
aimed at recovering what is sound in Frege’s work: see Burgess, Fizing Frege [4].
24In writing, boldface is indicated by a wavy underline.
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If the latter sentence is indeed true, then the formulas ¢ and 1 can be
called equivalent. So two formulas are equivalent if and only if they
define the same class. The following is obvious, and indeed we assume it
when we say that two classes are equal, rather than saying more precisely
that one class is equal to another: the extra precision is unneeded.

Theorem 13. For all classes C, D, and E,

C=cC,
C=D=D-=C,
C=D&D=E=C=E.

As mentioned above (p. 17), there are also binary relations on V; these
are defined by binary formulas, which are formulas that have just two
free variables. Suppose 1 is such a formula, and its free variables are x
and y. Then we can write 1 as

Y(x,y).

If t and w are terms, then by substituting ¢ for each free occurrence of z,
and u for each free occurrence of y, we obtain the formula denoted by

P(t,w).

We might obtain for example ¥(z, x) or ¥(y, z).?5

If ¢ is not a good formula, it might happen that, when we form ¥ (y, )
from ¢(x,y), a new occurrence of y is bound, although (of course) the
old occurrence of z at the same place was free. For example, suppose
U(z,y) is

yyex&ydy &yeEa.

Then ¥(a,b) is Jy (y € a & y ¢ y) & b € a, which will turn out be true
for some a and b. However, 9 (y, z) is

yey&kydy &rey,

which can be written as p(z,y); then p(a,b) is y(y e y & y ¢ y) &
a € b, which is always false. In particular, although ¢(z,y) is ¥(y, ),

25Note that 9 (y,z) will never be the formula ¥. We wrote @ as ¥(x,y) because x
comes before y in the alphabet.
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the formula ¢(a,b) is not ¥(b, a). We shall always avoid this problem by
using good formulas.

Given the binary formula 9 (z,y), we may introduce a symbol such as
R, and then, as another way of saying that ¢ (a,b) is true, we may write

a RD.

Then R can be understood to denote a binary relation on V, namely
the relation defined by ¢(x,y). For the moment, R is a new kind of
thing. It can be understood as the collection of ordered pairs (a,b) such
that a R b; but we do not yet officially know what ordered pairs are
(though we mentioned them on page 22). Later we shall define ordered
pairs as certain sets, and then R will indeed by a class.

If we wish, we can define ternary relations, quaternary relations, and
so forth, as far as we need to go.

2.7. Relations between classes and collections

We have defined the notion of a class and of a binary relation on V.
More informally, we may consider the collection of all classes, along with
some binary relations on this collection. Indeed, we have already defined
one such relation: equality. Then of course we have inequality: if classes
C and D are not equal, they are unequal, and we may write

C #D.

Now suppose C is the class {z: ¢(x)}, and D is {x: ¢¥(z)}. If Vz (p(z) =
Y(x)), then we write
C CD,

saying that C' is a subclass of D, and D includes C. If C C D, but
C # D, then C is a proper subclass of D, and D properly includes
C, and we may write

CcD.

Theorem 14. For all classes C and D,

C=D&CCD&DCC.
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Proof. The claim is

Y (p() & ¢(x) & Vo (pr) = ¢(2) & Ve (P(2) = ¢()).

But this means p(a) < ¥(a) for every set a if and only if both ¢(a) =
¥(a) and (a) = ¢(a) for every set a; and this is true. O

We shall have some occasion to use similar terminology and notation for
collections in general. For example, the collection of €-formulas includes
the collection of quantifier-free €-formulas.

2.8. Sets as classes

If a is a set, then the formula x € a defines a class. We shall consider this
class to be the set a itself. Then a set is equal to a class if they have the
same members, and two sets are equal if they have the same members.
In particular, if C' is the class {x: p(z)}, then we can write

z=C
as an abbreviation of the formula

Yy (y €z < o(y)),

where y is a variable not occurring in ¢(z). As an abbreviation of the
formula
Vz(z€ex < z€y),

we can write
T =y.
Since sets are now classes, Theorem 13 applies to them. A class C is a
set if and only if
JyVe(xreyezel).

For some kinds of classes, there will be easier ways to say that they are
sets. Meanwhile, there is now another way to prove the Russell Paradox:
Let C be the class defined by the singulary formula x ¢ z. If a is a set,
then a € C & a ¢ a, so C and a have different members, and therefore
C # a. In short, C is not a set.

Things that are equal ought to have the same behavior. We can derive
this from our first axiom: it is our first true sentence that is not logically
true.
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Axiom 1 (Equality). Fqual sets are members of the same sets:
VeVyVz(z=y= (v €z &y € 2)). (2.4)
The expression in (2.4) is really an abbreviation for
VeVy(Vz(z €z o zey)=Va(z €2y € 2)).

For all sets a, we now have

VeVy(z =y = (x €a <y <€ a)). (2.5)
By the definition of equality of sets, we have

VeVy(z =y = (a €z < a €y)). (2.6)

Each of the last two sentences is a part of Theorem 16 below. This is
about singulary formulas, and we shall prove it by induction. Now, we
did not exactly define singulary formulas recursively. We defined formulas
recursively, and we defined the free variables of formulas recursively; but
then we took the non-recursive step of defining singulary formulas as
formulas with just one free variable. Nonetheless, our inductive proof
will be justified by the following.

Theorem 15. Suppose x is a variable, and T is a collection of formulas
meeting the following conditions.
1. Fvery singulary atomic formula o(x) is in T.
2. If p(x) is in T, then so is ~p(x).
3. If o(x) and Y (x) are in T, and o is a sentence, then (p(x) = P (x))
and (¢(z) = o) and (0 = ¢¥(z)) are in T.
4. Suppose p(x,y) is a binary formula such that, for each constant a,
the formula p(z,a) is in I'. Then Iy p(z,y) is in T.
Then T' consists of the singulary formulas with the free variable x.

Theorem 16. For all singulary formulas p(x) in which y does not occur,

Ve Vy (x =y = (p(z) < o))

Proof. We prove the claim by induction, as follows.
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1. The cases where ¢(x) is € a or a € x are taken care of by (2.5)
and (2.6). Now suppose ¢(x) is © € z. Given arbitrary sets a and b such
that a = b, we want to show

ac€a<sbebd.

By (2.5) and (2.6), we havea€a<becaandbea<beb.
2. If the claim is true when ¢ is 1), then it is true when  is =), because
of the tautology
(P& Q)= (P < Q).
3. If the claim is true when ¢ is ¥ or x, and o is a sentence, then
the claim is true when ¢ is ¢ = x or ¥ = ¢ or ¢ = 1, because of the
tautologies

(PeQ)&(ReS)=(P=R) e (Q=259),
(P< Q)= ((P=R)=(Q=R)),
(P&Q)= (R=P)= (R=Q)).

4. Finally, suppose that, for some binary formula (z, z), for all sets
a, the claim is true when ¢(z) is ¥(x,a). We want to show

v =y = (F2(r,2) © I2(y, 2)

(where y does not occur in 9(z,z)). But if b = ¢, and Jy (b, y),
then (b, a) for some set a, and then 1(c,a) by inductive hypothesis,
so dz (¢, z). This establishes what is desired. O

In another version of the logic of set theory, equality is accepted, along
with membership, as a fundamental notion. This means making the
following adjustments:

1. Equations ¢t = u (where ¢ and u are terms) are counted as atomic
formulas.

The equation a = b is defined to be true if a = b.

Theorem 16 is counted as being logically true: it is a logical axiom.
In particular, Axiom 1 is counted as a logical axiom.

A nonlogical axiom is then needed, namely

TN

VeVy(Vz(z €z o z€y) =z =y)

(which for us is true by definition); this axiom is called something
like the Axiom of Extension.
Either way, we get to where we are now.
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2.9. Operations on classes

There are many ways to combine two singulary formulas into a new sin-
gulary formula. These correspond to ways of combining classes. Some of
these ways are given special names and symbols:

C~D={z:2e€C &z ¢ D},
CND={z:2€C&zecD}
CUD={z:2€CVuze D};

these are the complement of D in C, the intersection of C' and D,

and the union of C and D. The complement of D in V is simply the
complement of D and can be denoted by

De.

None of these combinations of C and D makes special use of the rela-
tion of membership of sets symbolized by €. We used the symbol €, but
we could have done without this. If C' and D are defined by ¢(z) and
¥ (x) respectively, then, for example, C \ D is defined by ¢(z) & —(z).

By making use of membership of sets, we can obtain new classes from
a single class as follows:

UC:{x: Jyye C&zxzey)l,
NC={z:Vy(ye C=zecy)}
2(C)={z:Vy(yez=yeCh
these are the union, intersection, and power class of C. We have
P(C)={x: 2 CC}.
Finally, classes can be formed from no, one, and two sets:
0={z:z#x}

{a} = {2: 2= a},
{a,b} ={z:z=aVa=0>}

these are the null class, the singleton of a, and the pair of a and b.

If a = b, then the pair of a and b is the singleton of a. If CN D = 0,

then C' is disjoint from D. In this case, since C N D = D NC), the two
classes themselves are simply disjoint.
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3. The natural numbers

3.1. The collection of natural numbers

Having constants in our language commits us to the existence of sets. Let
us now say something about which sets exist. Since all sets are classes,
we shall generally try to say which classes are sets.

We have to be careful. If C is the class {z: = ¢ z}, then we know by
the Russell Paradox that C' is not a set. However, if C were a set, it
would be a member of itself. In particular, we cannot know which sets
belong to C unless we know whether C is a set.® Our next axioms do
not appear to have this ambiguity.

Axiom 2 (Null set). 0 is a set:

JxVy (y ¢ x).
Axiom 3 (Adjunction). a U {b} is always a set:
VeVydzVw (w € z & w € xVw=y).
We can immediately derive:
Theorem 17 (Singling and Pairing). {a} and {a,b} are always sets.
Proof. {a} =0U{a} and {a,b} = {a} U {b}. O
As a special case, we have the sets 0, {0}, {{0}}, {{{0}}}, {{{{0}}}},

and so on. These sets could serve as definitions of the natural numbers
0, 1, 2, 3, 4, and so on.?> An inconvenience is that the sets all have one
element each. However, given a set a, we also have that a U {a} is a set.
Let us write

a =aU{a}.

Then we have the sets 0, 0’, 07, 0"/, and so on. We shall take these as
the official natural numbers:

*The term is that the definition of C is impredicative.
2Zermelo [35] defines the natural numbers this way.

52



Definition 12. The natural numbers are given recursively by two
rules:

1. 0 is a natural number.

2. If n is a natural number, then so is n/.
Let us denote the collection of natural numbers by

N.

Then we may write

N ={0,0,0",...}.

There are standard names for some elements of N:

1=0"={0},
2=1"={0,1},
3=2={0,1,2},
4=3=1{0,1,2,3},

and so on. Note that 1 is now a set with just one element, 2 has just two
elements, 3 has just three elements, and so forth. We may write

N=1{0,1,2,...}.

It is not clear whether N is a class, much less a set. The definition gives
us a way to confirm that a particular set a is in N: we just compare a
with 0, 1, 2, and so on until we find a number that is equal to a. However,
if a ¢ N, the definition does not show us a way to prove this. We shall
investigate N further after looking at another consequence of our axioms;
the existence of the ordered pair as a set.

3.2. Relations and functions
By Theorem 17, given sets a and b we can define
(a,b) = {{a},{a,b}}.
This set is the ordered pair of a and b. In case a = b, we have (a,b) =

(a,a) = {{a}}. The sole purpose of the definition of an ordered pair is
to make the following true.
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Theorem 18. (a,b) = (¢,d) ©a=c&b=d.
A binary formula ¢(z,y) can now be understood to define the class
{z: 323y (2 = (2, 9) & p(2,9))}-
We may write this class also as
{(z,9): p(2,9)}. (3-1)

A binary relation is now such a class. If C and D are classes, then the
class {(z,y): z € C & y € D} is denoted by

C x D;

this is the Cartesian product of C and D.
The notation in (3.1) is similar to the notation for the image of a class
under a function. A binary relation F' is a function if

VaVyVz(x Fy& o F z =y = 2).

When F is such, and a F b, we can use F'(a) as a name for b. Then we
can use for F itself the notation

x = F(x).

For example, if F is the function {(x,y): y = aU{z}}, thatis, {(x,y): y =
2’}, then we can write this function as x — z’. In general, the domain
of a function F' is the class {«: Jyx F y}; this can be denoted by

dom(F).
If C C dom(F), then the class
{y: Jx(xeC&ax Fy)}
can be denoted by either of
{F(x): z € C}, F(C};

this is the image of C under F'. If C = dom(F'), then F|[C] is the range
of F' and can be denoted by

rng(F).
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If also rng(F') C D, then we may say that F' is a function from C to D.
More generally, if C C dom(F'), we may want to consider the restriction
of F to C, namely the function {(z,y): x € C & F(z) = y}, which can
be denoted by

FC.

For example, we may have two functions F' and G whose domains include
C;if F | C =G| C, we may say that F and G agree on C.

We may consider restrictions in a more general sense. If R is an ar-
bitrary relation, and the relation {(z,y): * € C & = R y} is a function
whose domain is C, then R may be described as being a function on C
(even though R itself is not a function, simply).

If we have two classes, F' and C, such that

1) F is a function on C, and

2) F[C]CC,
then C is closed under F', and F is a singulary operation on C. If
one of the two conditions is not met, then we may say that F' is not a
well-defined operation on C'.

If R is a binary relation, then the converse of R is the binary relation

{(y,2): = Ry}
this can be denoted by
R.
A function F' is injective if

Ve Vy (z € dom(F) & y € dom(F) & F(z) = F(y) =z =y).

If F is a function with domain C, and F is a function with domain D,
then F' is a bijection from C to D, and C is equipollent to D, and
we may write

C~D.

Theorem 19. If F is a bijection from C to D, then both F and F are
injective.

Given two binary relations R and S, we can compose them to get the
relation

{(z,2): y(x Ry &y S z}.
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This relation can be denoted by

R/S,
although some people will write

SoR.

The latter notation is standard when R and S are functions such that
the range of R is included in the domain of S. In this case, R/S or SoR
is a function with the same domain as R. For example, if F is a bijection
from C to D, then FoF = {(y,y): y € D} and FoF = {(z,z): z € C}.

Theorem 2o0. For all classes C, D, and E,
C=C,
Cx~D=D=C,
C~D&D~E=C=E.
Instead of saying that C is equipollent to D, we are allowed by the
theorem to say simply that C' and D are equipollent (or D and C' are
equipollent).

If all we know is that F' is an injective function with domain C, and
F[C] C D, then C embeds in D, and we may write

C xD.
Immediately, we have
Theorem 21. For all classes C, D, and E,

C~D=C=xD,
C=xC,
CxD&D<E=C<XE.
The question of what happens when C' < D and D < C will be dealt
with in Chapter 5. Meanwhile, if C and D are not equipollent, we may

write

C # D.
If C < D, but C % D, we write
C < D.
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Theorem 22. For all classes C', D, and E,

C<D=C#%#D,
C<D&D<FE=C<=<E.

3.3. The class of formal natural numbers

We have that x — 2’ is a function on V; let us refer to this function as
succession, or set-theoretic succession if we need to be more precise.
The recursive definition of N, Definition 12, means simply that every
collection of sets that contains 0 and is closed under succession includes
N. In short, the definition means that a certain kind of proof by induction
is possible. Let us call this finite induction (because later there will
be transfinite induction). Perhaps the most basic application of finite
induction is the following:

Theorem 23. Let D be the class of all sets a such that
1) 0 €a and
2) a is closed under x — .
Then
Nc(D.

Proof. If a € D, then immediately by finite induction, N C a. Therefore
NCND. O

In the notation of the theorem, if a € D, then (D C a. This means
the class () D allows proof by finite induction in a restricted sense: if a
meets the conditions of being in D, then all elements of ().D are in a.
This is a restricted sense of finite induction, because a must be a set,
not an arbitrary collection. If N should be a set, then it would meet
the conditions, so (1D C N; by the theorem itself then, N = (| D. But
perhaps N is not a set. Indeed, for all we know so far, D may be empty, so
that (| D = V. In this case, there may still a proper class C that contains
0 and is closed under succession, although C # V; then C C (D, and
therefore N C () D.

In many expositions of set theory, there is an Aziom of Infinity, which
is that the class D is nonempty.3 This axiom is a radical assumption,

3This is one of Zermelo’s axioms [35].
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and it would be premature to make it now; so we do not assume this
axiom yet.

Even if we do not have N as a set, we know that some collections of
its elements are sets. Indeed, the subclasses 0, {0}, {0,1}, {0,1,2}, and
so on are sets. In fact they are elements of N too, but let us ignore this
for the moment. They are all members of the class C' described in the
following:

Theorem 24. Let C be the class of all sets a such that, for all sets b in
a, either

1) b=0, or

2) there is a set d in a such that b= d'.
That is, C is defined byVy (y e x = y=0VIz(z €x & y=2")). Then

Nc| e

Proof. We can prove the claim by finite induction.

1. Since {0} € C, we have 0 € |JC.

2. Suppose n € |JC. Then n € a for some a in C. Then aU{n’} € C,
son’ € |JC. Thus |JC is closed under succession. O

We did not prove N = |JC. Indeed, in the notation of the theorem,
possibly C has an element a such that every element of a is ' for some
element b of a. Such a set a is ill-founded. If such sets are allowed in C),
then (J C may have elements that are definitely not in N.

Definition 13. A class is well-founded if every nonempty subset has
an element that is disjoint from that subset. That is, C is well-founded
if and only if

Vy(yCC&y#0=3z(zey&zny=0)).

A class is ill-founded if it is not well-founded, that is, if it has a
nonempty subset whose every element is not disjoint from it.

Some examples of ill-foundedness are as follows.

1. If a € a, then a € an{a}, so {a} is ill-founded. Since {a} C a, also
a is ill-founded. Note here a’ = a.

2. Ifa€band b€ a, then a € bN{a,b} and b € a N {a,b}, so {a,b}
is ill-founded. If also @’ = b and &’ = a, then a = b.
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3. If a € band b € ¢ and ¢ € a, then {a,b,c} is ill-founded.

4. If there is an infinite set {ag, a1, as,...}, where a; € ap, and ag €
a1, and so on, then the set is ill-founded.4 Possibly ag = a1, and
a1 = ao’, and so on.b

In the last theorem, we could require the elements of C' to be well-
founded. However, in the last example, it may be that {ag, a1, az,...} is
a proper class with no ‘infinite’ subsets.® Then the class is well-founded.
This situation can arise when {ag, a1, az,...} U {0} is itself a set, but
every ‘infinite’ subset contains 0. This is actually not a problem in trying
to obtain N as |JC as in the theorem. At least, it is not a problem we
can do anything about. I shall say more about this later in the section.

Meanwhile, another problem may arise. If ag = a;’, and a; = as’, and

so on, then

ag=ay1U{a1} =azU{az,a1} =az3U{as,azs,a1} =---

For all we know, there may be some set that belongs to each of the sets ay,
a1, as, and so on, but is not equal to any of them. This common element
could be ag’. Then {ag,a1,az,...} U {0} could be a well-founded set as
before, although {a¢’}U{ag, a1, az, ...} U{0} would be an ill-founded set,
since neither element of the pair {ag’, ag} would be disjoint from the pair.
Thus, in the last theorem, even if the elements of C' are well-founded,
maybe |JC' contains ag, but not ag’. To avoid this problem, we shall
need another notion:

Definition 14. A class is called transitive if it includes each of its
elements. That is, C' is transitive if and only if

Vy(ye C =y CO),
or more suggestively (see Definition 20 below),
VeVy(zey&yeC =xzel).

Now we define a subclass of the class defined in Theorem 24.

40ne could write --- € a2 € a1 € ag, or ag D a1 O a2 D ---; but it must not be
assumed that this implies, for example, as € ag.

5In this case, a2 € ag.

We must speak informally here. We have no definition of infinite set.
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Definition 15. We denote by
w

the class of all transitive, well-founded sets a that meet each of the fol-
lowing two conditions:
1. For all sets b in a, either
a) b=0, or
b) there is a set ¢ in a such that b= ¢'.
2. There is an element b of a such that b’ ¢ a.
Then the formal natural numbers compose the class

Uw.

Evidently w contains 0, and {0}, and {0,0"}, and {0,0’,0”}, and so
on; but these are just the natural numbers themselves. Indeed, we shall

be able to show
U w=w, (3.2)

but this will take some work. Without the second condition on elements
of w, (3.2) might be false. Indeed, if this second condition were not
imposed, and | Jw were a set, then |J w would be an element of w, but
not of w.

Lemma 3. Fvery element of | Jw is well-founded.

Proof. If n € |Jw, then n € a for some @ in w. But then « is transitive
and well-founded, so n C a, and hence also n is well-founded. O]

Lemma 4. Ifa € w and n € a, then aU{n'} € w.

Proof. The conclusion is trivially true if n’ € a; so we may assume n’ ¢ a.
By transitivity of a, we have n C a. Since also {n} C a, we have n’ C a.
Thus a U {n'} is transitive. Next, we show it is well-founded. We have
n' ¢ n' (since n’ ¢ a). Then {n'} Nn' = 0. Suppose b C a U {n'} and
bNa # 0. Then bNa has an element ¢ such that cNbNa = 0. But
¢ C a, so ¢ does not contain n’, and therefore cNb = 0. Thus a U {n'}
is well-founded. Finally, since n’ ¢ n’, we have n” # n’; therefore, if
n” € aU{n'}, then n” € a, so n”” C a and therefore n’ € a, which is
assumed to be false. So n” ¢ a U{n'}. Therefore a U {n'} € w. O

To prove any more, we shall need:
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Axiom 4 (Separation). FEvery subclass of a set is a set:
Jrz=Cna.

Note that this axioms is really a scheme of axioms, one for each class.

The collection of axioms that we have so far—Equality, Null Set, Ad-
junction, and Separation—together with their logical consequences, can
be called General Set Theory,” or GST. Since, as noted at the begin-
ning of the chapter, some set does exist, the Null Set Axiom is a logical
consequence of the Separation Axiom.

We can now make the following refinement of Theorem 24.

Theorem 25 (Finite Induction). The class |Jw is the smallest of the
classes D such that

1) 0e€ D,

2) for all sets b in D, also b’ € D.
That is, |Jw is such a class, and it is included in every such class. In
particular, N C |J w.

Proof. We have {0} € w, so 0 € |Jw. Suppose n € |Jw. Then n € a for
some a in w, so aU{n’'} € w by the last lemma, and therefore n’ € |J w.
We have now shown that |J w is one of the classes D.

Considering any one of these classes D, suppose if possible a € |Jw
D. Then a € b for some b in w. The class b\ D is a set, by the Separation
Axiom. Since 0 € D, every element of b~ D is ¢ for some element ¢ of
b, and in fact then ¢ € b~ D (since otherwise ¢’ € D). But ¢ € ¢. Thus
every element of b . D has nonempty intersection with this set. Since b
is well-founded, b ~. D must be empty. Therefore b C D. Consequently,
Uw C D. O

So |J w admits finite induction for classes. Since, as far as our formal
set theory is concerned, classes are the only collections of sets that we can
talk about, we may assume N = | J w; that is, the formal natural numbers
are just the natural numbers. We have not proved that N and | w are
the same, only that nothing in our theory will enable us to distinguish
them. We cannot prove that N and | Jw are the same. Indeed, let T’
consist of our axioms, together with the sentences a € |Jw and a # 0,

7The theory is so called by Boolos |2, p. 196], but is called STZ by Burgess [4, p. 223,
for Szmielev and Tarski with Zermelo’s Axiom of Separation.
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a # 1, a # 2, and so on. By the Compactness Theorem in Appendix B,
the collection I' is consistent. Nonetheless, henceforth natural number
will mean an element of | J w.

The easiest use of finite induction is perhaps:

Lemma 5. Fvery element of | Jw is either 0 or n' for some n in |Jw.
Lemma 6. Fvery element of | Jw is transitive.

Proof. Trivially, 0 is transitive. If n in | J w is transitive, and a € n’, then
a €nora=n,soaCn and therefore a C n’. By finite induction, all
elements of | Jw are transitive. O

Theorem 26. |Jw is transitive.

Proof. Trivially, 0 C [Jw. Suppose n € [Jw and n C |Jw. Then
n' C |Jw. By finite induction, | J w includes each of its elements. O

Theorem 27. |Jw C w.

Proof. Let n € |Jw. Then n is transitive and well-founded, by Lemmas 3
and 6. Also, n C |J w by the last theorem, so every element of n is either
0 or m/ for some m in | Jw. In the latter case, m € m’ and m’ € n; but
also m’ C n, so m € n. Finally, if n # 0, then n = m/ for some m, and
then m € n, but m’ ¢ n (since n is well-founded). This shows n € w. O

The reverse inclusion is in Theorem 43.

3.4. Arithmetic

By an iterative structure,® I mean a nonempty class, considered to-
gether with
1) a distinguished element of the class, and
2) a distinguished singulary operation on the class.
If the class is C'; the element, e; and the operation, F'; then we can write
C as
(C,e, F).

Possibly C' is a proper subclass of dom(F'); but we shall not distinguish
between (C,e, F) and (C,e, F | C). For example, | Jw is an iterative

8This is my terminology; it is not standard.
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structure, when considered with 0 and x + ’; in this situation, we may

write Jw as
(Jw,0,%.

If both (C,e, F) and (D, e, F') are iterative structures, and D C C, then
D (or more precisely (D, e, F)) is an iterative substructure of C. For
example, (|Jw,0,”) is an iterative substructure of (V,0,”).

Generalizing some earlier terminology, we may say that an iterative
structure admits finite induction if it has no proper iterative substruc-
ture. Theorem 25 is that (|Jw,0,’) admits (formal) finite induction.

Theorem 28. Succession on |Jw is injective.

Proof. Suppose a # b, but ' = V. Then a U {a} = bU {b}, so in
particular a € bU {b}, and therefore a € b; similarly b € a. Then {a, b}
is ill-founded. But it is a subset of every transitive set that contains a.
Therefore a ¢ | J w. O

In sum, we now have:

Theorem 29.
1. 0 e Jw.
2. [Jw is closed under x — .
9. 0#£n for any n in Jw.
4. Succession is injective on |Jw.
5. (Uw,0,") admits finite induction.

Proof. The claim is a summary of Theorems 25 and 28, along with the
observation that n’ is never empty, since it contains n. O

The five conditions in the theorem are called the Peano Axioms [28],
although Dedekind [g, IT: §§ 71, 132] recognized them a bit earlier and
understood them better.® In any case, for us they are not axioms, but
follow from the definition of |Jw. A fundamental consequence of the
Peano Axioms is the Theorem of Finite Recursion below.

A homomorphism from an iterative structure (C,e, F') to an itera-
tive structure (D, f, G) is a function H from C to D such that

H(e) = f, Ho(F|C)=GoH.

9] say this because, unlike Peano, Dedekind stated clearly that induction was not
enough for proving the Theorem of Finite Recursion, Theorem 30 below.
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This situation is depicted in Figure 3.1. Another way to write the second

(e} —c—T>cC

oo

{f}HD?G

Figure 3.1. A homomorphism of iterative structures

equation is

Ve (z € C = H(F(z)) = G(H(x))).
We use the previous theorem to establish the following.

Theorem 30 (Finite Recursion). For every iterative structure (D, e, F),
there is a unique homomorphism from (|Jw,0,") to (D,e, F).

Proof. Let C be the class of all sets h such that, for some a in w,
1) h is a function from a to D,
2) h(0) = e, that is, (0,e) € h, and
3) if ¥’ € a, so that k € a, then h(k') = F(h(k)), that is, if (k,x) € h,
then
(k',F(x)) € h.
Let R = |JC. We first prove that, for each n in |Jw, there is b in D
such that n R b.
1. Since {0} € w, and 0 # n’' for any n, we have {(0,e)} € C, so
0Re.
2. Suppose k R a. Then a = h(k) for some h in C. By Lemma 4,
dom(h) U{k'} € w. If &' = ¢, then k = £, by Theorem 28. Hence
hU{K F(h(k))} € C,s0 k' R (F(a)).
Thus, by finite induction, for each n in |Jw there is b in D such that
n Rb.
We next prove that there is only one such b.
1. Suppose 0 R a. Then h(0) = a for some h in C, but then also
h(0) =e, so e = a.
2. Suppose, for some k in |J w, there is just one set b such that & R b.
Say k' R c¢. Then h(k’) = ¢ for some h in C. But also h(k') =
F(h(k)), and by our assumption h(k) must be b, so ¢ = F(b).
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By finite induction again, R is a function on |J w with the desired prop-
erties.
By induction yet again, this function is unique. O

If the homomorphism guaranteed by the theorem is called H, we may
say that it is determined by the requirements

H(0) =e, H(z') = F(H(x)).
Now we can obtain the usual operations on |J w.

Definition 16 (Addition). For each m in |J w, the operation z — m+x
on |Jw is the homomorphism from (|Jw,0,”) to (Jw,m,’) determined
by

m+0=m, m+n'=(m+n).
In particular, we have
m+1l=m+0=(m+0) =m,
so we may write m + 1 for m/.

Lemma 7. For alln and m in |Jw,
1) 0+n=nmn;
2)m'+n=m+n’.

Theorem 31. For alln, m, and k in |Jw,
1) n+m=m+n;
2) (n+m)+k=n+(m+k);

In fact an operation of addition satisfying the theorem can be defined
on any iterative structure that admits induction.

Definition 17 (Multiplication). For each m in J w, the operation z —
m-x on | J w is the homomorphism from (| J w,0,’) to (lJ w, 0,z — x+m).
That is,

m-0=0, m-(n+1)=m-n+m.

Lemma 8. For all n and m in |Jw,
1) 0-n=0;
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2) (m+1)-n=m-n+n.

Theorem 32. For alln, m, and k in | Jw,
i)n-m=m- n;
2)n-(m+k)=n-m+n-k;

3) (n-m)-k=mn-(m-k);

As with addition, so with multiplication: an operation satisfying the
theorem can be defined on any iterative structure that admits induction.
However, the next theorem needs all of the Peano Axioms.

Theorem 33 (Cancellation). For all n, m, and k in |Jw,
1) ifn+k=m+k, then n=m;
2) ifn-k=m-k, then n=m.

Definition 18 (Exponentiation). For each m in | w, the operation x —
m?® on |J w is the homomorphism from (Y w,0,”) to (Jw, 1,z +— x-m)
determined by

m® =1, m"tt =m" . m.

Theorem 34. For all n, m, and k in |Jw,
1) nerk —pm. ’ﬂk,'
2) (n-m)k =nk.mk;

3) ()=

In contrast with addition and multiplication, exponentiation requires
more than induction for its existence.

For some operations on |J w, Theorem 30 as stated is not enough to
establish their existence. One needs:

Theorem 35 (Finite Recursion with Parameter). Suppose e € D, and
F is a function from |Jw X D to D. Then there is a unique function G
from |Jw to D such that

1) G(0) =e, and

2) G(n+1) = F(n,G(n)) for alln in |Jw.

Proof. The function G will be such that  — (z, G(x)) is the homomor-
phism from (Jw,0,") to (Jw x D, (0, ), (z,y) = (z, F(z,y)))- H
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Definition 19 (Factorial). The operation z — z! on |J w is the function
G guaranteed by the theorem when D is|Jw and eis 1 and F'is (z,y) —
(x+1)-y. That is,

0l =1, (n+1)=Mn+1)-n!

3.5. Orderings
The relations C and < on V are examples of orderings.

Definition 20. A binary relation R on a class C is irreflexive if, for
all @ and b in C,
aRb=a+#b;

transitive, if
aRb&OVDRc=aRec.

If R is both irreflexive and transitive on C, it is an ordering of C, and
C is an order with respect to R. So considered, C' can be written as

(C,R).
If in addition R connects C, that is, for all ¢ and b in C,
a#Zb=aRbVDbRa,

then R linearly orders C, and R is a linear ordering of C, and
(C,R) is a linear order. In this case, if a R b, we say that a is less
than b with respect to R. Also a is the least element of C' if it is less
than all other elements.

Note well that a transitive relation is not the same thing as a transitive
class (even though a relation is technically a class). Membership may be
transitive on a class that is not transitive: a trivial example is {1}, a more
interesting example is {1, 2,3}. Membership may fail to be transitive on
a transitive class, for example, {0, {0}, {{0}}}.

By the definition, (V, C) and (V, <) are orders. They are not linear or-
ders, because neither relation contains either of ({0}, {1}) and ({1}, {0}).

The converse of an ordering of a class is also an ordering of that class;
of a linear ordering, a linear ordering. Often a linear ordering is denoted
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by a symbol like <, and then its converse is >. Also the relation defined
by x <y V z = y is denoted by <.*°
To understand how |J w is ordered, we observe:

Theorem 36. On |Jw, membership is the same as proper inclusion.

Proof. Since elements of | Jw are transitive and well-founded by Lem-
mas 3 and 6, for all £k and n in |J w we have

ken=FkCn.
We show the converse, namely
kCn=ken.

This is vacuously true when n = 0. Suppose it is true when n = m. If
m € k, then m C k and hence m + 1 C k. So, supposing £k C m + 1,
we have m ¢ k and therefore k¥ C m. Either & = m, or by inductive
hypothesis, k € m; in either case, k € m + 1. O]

On | w therefore, we can denote membership and proper inclusion by
the same symbol,

<

this orders |J w, since partial inclusion orders all classes. If m < n, we
may say that m is a predecessor of n.

Theorem 37. (|Jw, <) is a linear order.

1°] have chosen terminology so that the relations that we are interested in will have
the simplest possible descriptions. We have a standard symbol, namely €, for the
relation defined by z € y, but not for the relation defined by z € y V& = y.
Therefore, even though both C and C are standard symbols, I treat C as more
basic: it is this that I call an ordering (and € will be an ordering of |Jw). In
many references, it is C that is called an ordering; in that case, C would be a strict
ordering. In fact, C is often called a partial ordering; but then an ordering is still
called linear or total if it connects the class it orders. I have chosen not to require
the use of an adjective in every case, but to let C be an ordering, simply. Note
that, while < is now also an ordering, the relation < is not defined by z < yVa = y.
Finally, since the words order and ordering are both available, I have decided to
use the latter for the relation, and the former for the class that the relation orders.
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Proof. We show, for all m and n in | w,
mCnVnCm.

This is trivially true when n = 0. Suppose it is true when n = k. If we
do not have m C k + 1, then a fortiori we do not have m C k, so, by
inductive hypothesis, we have kK C m, that is, ke m,sok+1Cm. O

The connection between the ordering of | Jw and the algebraic struc-
ture of |J w is given by:

Theorem 38. If n and m are in | Jw, then
mén@ﬂx(erw&m—!—x:n).
The theorem can be taken as a definition of < on |Jw. Using this
definition, one can prove the next two theorems.

Theorem 39. For alln, m, and k in |Jw,
1) 0 < n;
2) m<nifand only if m+k <n+k;
g) m<nifand onlyif m-(k+1)<n-(k+1).

Theorem 4o0. For all m and n in |Jw,
1) m<nifandonly if m+1<n;
2) m < nif and only if m <n+ 1.

Theorems 38 and 40 can be used to prove Theorem 37. The next
theorem introduces a new proof-technique, admitted by certain orders.

Theorem 41 (Transfinite Induction). Suppose C is a class such that,
for all n in J w,
nCC=neC. (3-3)

Then | Jw C C.

Proof. Another way to write (3.3) is
nCC=n+1CC.

Then by induction, n C C for all n in |Jw. In particular, for all n in
Jw, we have n+ 1 C C, and therefore n € C. O
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An application of transfinite induction is the following.

Theorem 42. Every non-empty subclass of |J w has a least element with
respect to <.

Proof. Suppose C is a subclass of | w with no least element. We show
C =0, that is, Jw ~\ C = |Jw. We use transfinite induction. Suppose
n C Jw~C. Then C C [Jw ~ n. Since n is the least element of
Jw~n, we must have n ¢ C,son € Jw \ C. O

Finally, we can simplify notation with the following, which comple-
ments Theorem 27.

Theorem 43. w =Jw.

Proof. Tt is enough to show w C |Jw. Suppose if possible w \ |Jw
contains a. Then a € w, so a C |Jw, and a is transitive, but a # 0.
Hence a has an element n, which isin | Jw. Then n+1 C a, but a # n+1
(since n + 1 € [Jw), so a has an element r that is greater than n. Then
n+1 < r by Theorem 40, and therefore n+1 € a by transitivity of a. In
short, a is nonempty, but closed under succession. This violates the last
condition (in Definition 15) of being in w. O

Now we have | Jw = w, so can write w instead of | J w.

3.6. Finite sets

Presumably a set is finite if and only if it is equipollent with some nat-
ural number. But we can define finite sets without referring to natural
numbers as such, just by following the pattern of the definition of N
(Definition 12):

Definition 21. The finite sets are given recursively by two rules:
1. 0 is finite.
2. If a is finite, then so is a U {b} (for all sets b).

Sets that are not finite are infinite.

As with N, so with the collection of finite sets: we should like to un-
derstand it as a class. We can try using an analogue of Definition 15, the
definition of | Jw, which turns out to be w itself. This does not work.
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Indeed, suppose C' is the class of all well-founded sets a such that, for all
bin a, either b =0, or b = cU{d} for some set ¢ in a and some set d. If w
is a set, then C contains {0} U{w \ z: 2 € w}, and therefore w € |JC,
although presumably w is not finite. Well-foundedness does not prevent
this problem; something else is needed.

Definition 22. A subset of &(a) it inductive if it contains 0 and is
closed under each operation z — zU{b}, where b € a. A set a is formally
finite if it belongs to each inductive subset of Z(a).

We aim to prove an analogue of Theorem 25; but for this, we need a
characterization of the formally finite sets that involves natural numbers.
We develop this now.

Theorem 44. FEvery function whose domain is a natural number is a
set, and then the range of the function is also a set.

Proof. Since a function as such is a kind of class, we cannot speak of the
‘class of functions with domain n’ until we actually prove this theorem. In
particular, we can prove this theorem by induction only for one theorem
at a time. Given a function F' whose domain is a natural number n, we
can embed F in F U {(2,0): z € Jw ~\ n}, which is a function whose
domain is | w. Suppose G is a function on |Jw. By induction, for each
n in [J w, the restriction of G to n is a set, and the image of n under G
is a set. O

In particular, every class that is equipollent to a natural number is a
set.

Lemma g. For allm and n in w, if m+1xn-+1, then m =~ n.

Proof. Suppose f is a bijection from m + 1 to n + 1. Say f(k) = n. Let

g9 = (f ~A{k,n), (m, f(m))}) U{(k, f(m)), (m,n)}.

(See Figure 3.2. If k = m, then g = f.) Then g | m is a bijection from
m to n. O

Theorem 45. FEvery set is equipollent to at most one natural number.
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Figure 3.2. A bijection from a natural number to another

Proof. By finite induction, we show that equipollent natural numbers are
equal. If n € w, and 0 = n, then n = 0. Suppose m is a natural number
that is equipollent only to itself among natural numbers. If m + 1 is
equipollent to some natural number, then that number must be n + 1
for some n, and therefore m ~ n by the lemma, so m = n and therefore
m+1=n+1. O

If n € w and a =~ n, we can now call n the size of a; we denote this
size by
lal.

Theorem 46. If |a| =n and |b| = m and anb =0, then aUb is a finite
set, and
laUbl =n+m.

Proof. Use finite induction. Assume |a| = n. Then |a U0| =n =n+ 0.
Suppose |b| = m and [aUbl =n+m. If c ¢ aUb, then |[a UbU {c}| =
(n+m)+1l=n+m+1). O

Theorem 47. If a =~ n, then P (a) is a set, and
|Z(a)| = 2".

Proof. If |a| = 0, then Z(a) = {0} = 1 = 2. Suppose |a] = n and
|Z(a)| =2". If b ¢ a, then

PaU{b}) = P(a)U{zU{b}: x € L(a)},
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and the two sets are disjoint and equipollent, so
|Z(aU{b})| = |P(a)| +|P(a)| =2" +2" =2" -2 =2"T1 O

Lemma 10. Ifn € w and a =~ n, the only inductive subset of P(a) is
itself.

Proof. Since £2(0) = {0}, and all inductive subsets of power sets contain
0, the claim is true for sets of size 0. Suppose the claim is true for sets of
size n. Say |a] =n and b ¢ a. If ¢ is an inductive subset of Z(a U {b}),
then ¢cN 2 (a) is an inductive subset of #?(a), so by hypothesis & (a) C ¢,
and therefore dU {b} € ¢ for all d in ¥ (a),—that is, Z(aU{b}) Cec. O

Theorem 48. A set is formally finite if and only if it is equipollent to a
natural number.

Proof. If |a| = n, then we now know that Z?(a) is a set and is the only
inductive subset of itself; and it contains a; so a is formally finite.
Conversely, let F' be the class of all sets that are equipollent to natural
numbers. Say a is formally finite. Let b be an inductive subset of Z?(a).
Then b N F is also an inductive subset of Z?(a), so it contains a. In
particular, a € F'. O

Now finally we have an analogue of Theorem 25:

Theorem 49. The class of formally finite sets is the smallest of the
classes D that contain 0 and are closed under each operation x — xU{a}.

Proof. Trivially, 0 is formally finite. Suppose a is formally finite, so that
a =~ n for some n in w. Then a U {b} is equipollent to n or n + 1, so it
is formally finite. Therefore the class of formally finite sets is one of the
classes D.

Now let D be any one of those classes, and suppose a is formally finite.
Then D N Z(a) is an inductive subset of &(a), so it contains a, and in
particular a € D. O

Therefore finite sets are formally finite, and we may assume that all
formally finite sets are finite.

Theorem 50. Subsets of finite sets are finite. Moreover, if |b| = n, and
a Cb, then |a] < n.

3.6. Finite sets 73



Proof. Tt is enough to consider subsets of natural numbers. The only
subset of 0 is itself. Suppose every subset of n is finite, and every proper
subset has less size. Say a C n+ 1. If a = n, then |a|] <n+ 1. If a # n,
then a \ {n} C n, so |a ~\ {n}| < n, and therefore |a|] < n + 1. O

Corollary. If w < a, then a is infinite.

Proof. By the theorem, if |a| = n, then there is not even an injection
from n + 1 into a, much less from w. O

We cannot now prove the converse of the corollary. We do however
have an alternative formulation of the condition w < a.

Theorem 51. Let a be a set with an element b. Then a < a~ {b} if and
only if w <X a.

Proof. Suppose F' is an injection from a into a . {b}. Then (a,b, F) is an
iterative structure. Let H be the unique homomorphism from (w,0,”)
to (a,b, F). Then H is injective. Indeed, if 0 < n, then H(n) # b,
that is, H(n) # H(0). Suppose m € w, and for all n in w, if m # n,
then H(m) # H(n). Then F(H(m)) # F(H(n)), that is, H(m + 1) #
H(n + 1). This is enough to show H is injective, and therefore w < a.
Suppose conversely H is an injection from w into a. Let b = H(0).
Then {(H(z), H(z+1)): € w}U{(z,z): x € a~ H|[w]} is an injection
from a into a \ {b}. O
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4. Ordinality

4.1. Well-ordered classes

By Theorem 42 (and the equality of |Jw and w guaranteed by Theo-
rems 27 and 43), the class w is well-ordered by membership.

Definition 23. Suppose (C, <) is a linear order. If b € C, we define
predc y(b) = {z: 2 € C &z < b};

this class is called a section of (C, <), and its elements are the prede-
cessors of b in (C, <). We may denote the section simply by

pred(b),

if the linear order is understood. Suppose all sections of (C, <) are sets.
Then let us say that (C, <) is a left-narrow linear order.® Two possi-
bilities are distinguished by name:

1. Suppose every nonempty subclass of C has a least element with
respect to <. Then (C,<) is a good order,> and C is well-
ordered by <.

2. Suppose C' is the only subclass D of C such that, for every element
bof C,

pred(b) C D =be D.

Then (C, <) admits transfinite induction.

When the linear order in question is (w, <), the situation is simple: If
n € w, then

pred ,, ¢)(n) = n,

*This terminology is used by Levy |25, p. 33].

20ne of the irregularities of English is that well is the adverb corresponding to the
adjective good. One does not want technical terminology to have to conform to
linguistic irregularities; therefore a good order as defined here is often called a
well-order.
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which is of course a set; so (w, <) is left-narrow. Again, by Theorem 42,
(w, <) is well-ordered; it admits transfinite induction, by Theorem 41.
Indeed, any left-narrow linear order that has one property has the other:

Theorem 52. A left-narrow linear order is good if and only if it admits
transfinite induction.

Proof. Suppose (C, <) is a left-narrow linear order, D C C, and b € C.
Then b is the least element of C \ D if and only if pred(b) C D, but
b ¢ D. In other words, C ~ D has no least member if and only if
Vz (pred(z) € D = x € D). So C ~ D is a counterexample, showing
that (C, <) is not a good order, if and only if D is a counterexample,
showing that (C, <) does not admit transfinite induction. O

In the definitions of linear orders that are good and that admit transfi-
nite induction, only subsets and complements of subsets are considered,
respectively. This ensures that each of these properties is expressed by a
single sentence. In fact, subclasses and their complements can be consid-
ered (as in Theorems 41 and 42):

Theorem 53. Suppose (C, <) is a left-narrow linear order. For it to be
a good order, either of the following conditions is sufficient.

1. Every nonempty subset of C' has a least element.

2. The empty set is the only subset a of C such that, for all b in C),

pred(b) CC~a=be C \a.

Proof. 1. Suppose D is a subclass of C, and a € D. Then DNpred(a)
is a set. If this set is empty, then «a is the least element of D. If the set is
not empty, but has a least element, then this is the least element of D.
2. Under the given condition, if a is a nonempty subset of C, then a
has an element b such that pred(b) C C \ a, so that b is the least element
of a. Thus the first condition is met. O

We shall want to know that subclasses of well-ordered classes are well-
ordered.

Theorem 54. If (C,<) is a good order, and D C C, then (D,<) is a
good order.
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Proof. All that needs to be checked is that sections of (D, <) are sets;
but every such section is D Npred o <y(a) for some a in D, so the section
is a set by the Separation Axiom. O

In particular, as w is well-ordered by membership, so are its subclasses;
and among these subclasses are its elements, because w is transitive. A
further connection with what we already know is made by the following.

Theorem 55. A class is well-ordered by membership if and only if it is
well-founded and linearly ordered by membership.

Proof. Suppose C' is linearly ordered by membership. If ¢ C C, and
b € a, then bNa = 0 if and only if b is the least element of a with respect
to membership. O

4.2. Ordinals

We now know that w and its elements are transitive and well-ordered
by membership; equivalently, by the last theorem, they are transitive,
well-founded, and linearly ordered by membership.

Definition 24. A set that is transitive and well-ordered by membership
is called an ordinal.3 The class of all ordinals is denoted by

ON.
The Greek letters a, 3, 7, ... will invariably denote ordinals.

In particular, w is a class of ordinals, and w itself is either an ordinal
or a proper class of ordinals.

Theorem 56. ON contains 0 and is closed under x — a’; so (ON,0,")
is an iterative structure with substructure (w,0,’).

Lemma 11. ON is transitive, that is, every element of an ordinal is an
ordinal. Also every ordinal properly includes its elements.

3The definition is due to von Neumann [34].
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Proof. Suppose o € ON and b € a. We want to show b is an ordinal,
that is, b is transitive and well-ordered by €. But b C « by transitivity
of a, so b, like «, is well-ordered by membership.

Suppose ¢ € b; we want to show ¢ C b. That is, suppose d € ¢; we want
to show d € b. But b C «, so ¢ € a. Then also ¢ C «, and hence d € a.
So b, ¢, and d are all in «, and d € ¢, and ¢ € b. Since membership is
a transitive relation on «, we have d € b. Thus ¢ C b, so b is transitive.
Now we know b is an ordinal. Therefore o € ON. So ON is transitive.

Finally, ¢ «, since membership, being a linear ordering of «, is
irreflexive. But b € «, so b # «, and therefore b C «. O

So every element of an element of an ordinal « is an ordinal; and every
element of an element of an element of an ordinal is an ordinal, and so
on; moreover, all of these elements are elements of a.

Lemma 12. FEvery ordinal contains every ordinal that it properly in-
cludes.

Proof. Suppose 5 C a. Then « \ [ contains some ~y, which is an ordinal
by the last lemma. We first show 8 C «. Suppose § € 3; we show § € .
Since v ¢ 3, we have v # §. But also § C 3, so v ¢ §. Since membership
on f3 is a linear ordering, we must have ¢ € ~.

We now show that, if v is the least member of o \ 3, then v = S.
Suppose on the contrary S C . Then v~ contains some d. In particular,
since v C «, we have § € a ~\ 3. So a \ [ contains v and J, and § € ~.
In particular, 7 is not the least element of o \ . O

Theorem 57 (Burali-Forti Paradox [3]). ON s transitive and well-
ordered by membership; so it is not a set.

Proof. Let o and 8 be two ordinals such that 8 ¢ «. By transfinite
induction in a, we show a C 3. Indeed, say v € a and pred, ¢)(v) € 5,
that is, v C 8. Then v # 3, so v C 8 and therefore, by the last lemma,
~v € B. By transfinite induction, & C §. In particular, if a # (3, then
a C B3, s0 a € B. Therefore (ON, €) is a left-narrow linear order.

In particular, if @« € ON, then @ # ON. So ON is not a member of
itself, even if it is a set; in particular, ON is not an ordinal.

If a is a set of ordinals with an element 3, then the least element of
a is the least element of a N 3, if this set is nonempty; otherwise it is 5.
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Thus ON is well-ordered by membership. Since however ON is not an
ordinal, it must not be a set. O

As a consequence of the last two lemmas, we have
a€feacp.

Implicitly, « and 8 are ordinals; an ordinal § may have a proper subset
that is not an ordinal and is not an element of 5. But on ON, we may
use < to denote either membership or proper inclusion. Then
Pred(0N7<)(a) =
Again, if w is a set, then it is an ordinal. There is only one alternative:

Theorem 58. If w is a proper class, then it is ON.

Proof. We know w C ON. If w C ON, and a € ON ~ w, then, by the
first part of the proof of Lemma 12, we have w C «, so w is a set. O

4.3. Limits

Suppose w is indeed a set. Then w € ON, and w # 0, but for all ordinals
a, if & < w, then o/ < w. In a word, if it is a set, then w is a limit of
(ON, <).

Definition 25. An element b of an arbitrary well-ordered class (C, <)
is a successor, and in particular is the successor of the element a, if b is
the least element of {z: x € C & a < z} (which is C \ (pred(a) U {a})).
In this case, we may write

b=a".

An element of C is a limit if it is neither a successor nor the least element
of C.

Theorem 59. In ON, the successor of « is o'.

Proof. If o < f3, this means o C 8 and « € S, hence also {a} C p;
therefore a U {a} C B, that is, o/ < . O

In general, a good order (C,<) has at most three distinct kinds of
elements:
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1) the least element,

2) successors,

3) limits.
If C has a greatest element, then this has no successor; every other
element does have a successor, which is unique. An element of C that is
not a successor is just an element a such that

Ve(zreC&r<a=z" <a).

Such an element is either the least element of C, or a limit. The least
element of C' might be thought of as a ‘degenerate’ limit. Still, by the
official definition, 0 is not a limit. If it were, we should have to change
the wording of the following.

Theorem 60. w is the class of ordinals that neither are limits nor con-
tain limits.?

Now we can make an alternative formulation of transfinite induction:

Theorem 61 (Transfinite induction in two parts). Suppose (C,<) is a
well-ordered class, and D is a subclass meeting the following two condi-
tions.

1. If a is not the greatest element of C, then

a€D=a"€D.
2. If b is not a successor of C, then

pred(b) C D =be D. (4.1)

40ne could say, The class of ordinals that neither are nor contain limits is denoted
by w; but this would violate the grammatical principles laid down by Fowler in
[15, Cases| and reaffirmed by his editor Gowers in [14]. In the original sentence of
the theorem, the second occurrence of limits is the direct object of contain, so it is
notionally in the ‘objective case’; but the first instance of limits is is not an object
of are (which does not take objects), but is in the ‘subjective case’, like the subject,
that, of the relative clause, that neither are limits nor contain limits. On similar
grounds, the common expression, x is less than or equal to y, is objectionable,
unless than, like to, is construed as a preposition. However, allowing than to be
used as a preposition can cause ambiguity: does She likes tea better than me mean
She likes tea better than she likes me, or She likes tea better than I do? Therefore
it is recommended in [15, Than 6] and (less strongly) in [14] that than not be used
as a preposition. If we were to follow this recommendation thoroughly, then we
should read the inequality = < y as, x is less than y or equal to y, rather than
simply, x is less than or equal to y. I do not actually propose to make this change.
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Then D = C.

Proof. Suppose (C,<) is a good order and D C C, but (4.1) holds
whenever b is an element of C' that is not a successor. By transfinite
induction, there is some b in C such that pred(b) C D, but b ¢ D. Then
b must be a successor, so b = a* for some b in C. Then a € pred(b), so
a € D, but a* ¢ D. O

It is sometimes useful to distinguish the least element of a good order
from the other non-successors, that is, the limits.

Corollary (Transfinite induction in three parts). Suppose (C,<) is a
well-ordered class with least element £, and D is a subclass meeting the
following three conditions.

1. L e D.

2. If a is not the greatest element of C, then

a€D=a"€D.
9. If b is a limit of C, then
pred(b) C D =be D.

Then D = C.

4.4. Transfinite recursion

The Separation Axiom could be formulated as follows. Given a class C,
if a is a set a such that a N C has an element b, we can let F' be the class
{(z,z): x € aNC}U{(x,b): z € a~ C}. Then F is a function given by

F2) z, ifzxeancC,
xTr) =
b, ifzxecaxC.

In particular, rng(F') = aN C. The axiom is that this range is a set. We
might say that, because a is a set, so is F[a]. The latter set is obtained
by, so to speak, replacing each element x of a with F'(z). The Separation
Axiom is thus a special case of the following:
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Axiom 5 (Replacement). The image of a set under a function is a set:
for all functions F, if a C dom(F"), then F[a] is a set:

Vz Iy (z C dom(F) = y = F[z]).

Like the Separation Axiom, the Replacement Axiom is really a scheme
of axioms, one for each function. We need this scheme, to ensure that
the following makes sense:

Definition 26. A left-narrow linear order (C,<) admits transfinite
recursion if, for every class D, for every function F from (D) to D,
there is a unique function G from C' to D such that

Vz (z € C = G(z) = F(G[pred(z)]). (4.2)

Note that this property of a given linear order is not obviously express-
ible with a single formula. It is so expressible though, by the following.

Theorem 62 (Transfinite Recursion). A left-narrow linear order admits
transfinite recursion if and only if it is well-ordered.

Proof. Let (C, <) be a left-narrow linear order. Suppose first that (C, <)
is good, D is a class, and F is a function from £(D) to D. We show
by transfinite induction that, for all a in C, there is a unique function g,
with domain pred(a) U {a} such that, whenever ¢ < a, then

ga(c) = F(ga[pred(c)]).

Suppose the claim holds whenever a < b. If a < d < b, then g4 |
(pred(a) U {a}) has the defining property of g,, so it is equal to g,; in
particular, g4(a) = g4(a). Therefore we can define g, by

_ gz(x)7 if x < b;
ole) = {F<{9y<y>:y<b}>7 it =, (43)

Moreover, as before, any gy, as desired must agree with g, on pred(a)U{a}
when a < b, and then g;,(b) must be as in (4.3). By transfinite induction,
we have a function g, as desired for all @ in C. Then we have (4.2) if and
only if G is « — g, ().
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Now suppose (C, <) is not good, but D is a nonempty subclass of C
with no least element. Let

E={zr:zecC&Iylye D&y<x)}
and let F be the function from £?(2) to 2 such that
Ve(x C2= (F(z)=1&1¢€x)).

Then there are two functions G from C to 2 such that (4.2) holds. Indeed,
let

Go={(z,0): z€C}, Gy ={(z,0):2€ C~NE}U{(z,1): z € E};

that is, if e € 2, let G, be the function from C' into 2 given by

G.(z) 0, ifzeC\E;
e\l) =
e, ifzxekE.

Then G.(a) = F(G.[pred(a)]). O

In the notation of Definition 26, if a is an element of C' with a successor,
then G(a™) depends on {G(z): z € C & = < a}, not just on G(a). We
cannot generally recover G(a) from {G(z): x € C & = < a}. However,
in our applications, we shall want to define G(a™) in terms of G(a) alone.
We can do this as follows.

Theorem 63 (Transfinite recursion in two parts). Suppose (C, <) is a
well-ordered class, D is a class, F is a function from D to D, and G is
a function from (D) to D. Then there is a unique function H from
C to D such that

1) H(a%) = F(H(a)), if a is not the greatest element of C;

2) H(d) = G(H|[pred(d)]), if d is not a successor.

Proof. By transfinite induction in two parts, as in Theorem 61, there is
at most one such function H. Indeed, suppose Hy and H; are two such
functions.
1. If Ho(a) = Hy(a), then Hy(at) = F(Hy(a)) = F(Hi(a)) =
H1 (CL+ .
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2. If a is not a successor, and Hy | pred(a) = H; | pred(a), then
Hy(a) = G(Ho[pred(a)]) = G(H[pred(a)]) = Hi(a).

Therefore Hy = H;.

In case C has a greatest element a, so that C = pred(a) U {a}, then
the desired function H is a set, which we may denote by h,. As in the
proof of Theorem 62, but this time using transfinite induction as given
by Theorem 61, we have that h, exists as desired for all a in C. Indeed,
if @ is not the greatest element of C', then

ha+ = ha U{(a, F(ha(a)))},
while if a is not a successor, then

ha = {(z,hy(2)): z € pred(a)} U {(a, G({hz(z): = € pred(a)}))}.
Then the desired function H on C' is x — h,(x). O

In applications of the theorem, the function G may be defined by one
formula at the empty set, and by another at the non-empty subsets of
D. That is, we may apply the theorem in the following form:

Corollary (Transfinite recursion in three parts). Suppose (C,<) is a
well-ordered class with least element £, D is a class with element m, F
is a function from D to D, and G is a function from Z(D)~ {0} to D.
Then there is a unique function H from C to D such that

1) H(t) =m,

2) H(a%) = F(H(a)), if a is not the greatest element of C;

3) H(d) = G(H|[pred(d)]), if d is a limit.

An initial segment of an order (C, <) is a subclass D of C such that,
for all @ in D,
Ve(re C&x<a=xzeD)

Theorem 64. Every initial segment of a well-ordered class is either the
class itself or a section of it.

Definition 27. An embedding of a linearly ordered class (C, <) in
another one, (D, R), is an injection F' of the class C in D that is also
order-preserving or increasing in the sense that, for all ¢ and b in C,

a<b= F(a) R F(b).
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Since the orders in question are linear, this condition implies its converse,
so that
a<b< F(a) RF(b).

If the range of F is D, then F is an isomorphism from (C, <) to (D, R).
The least element (if it exists) of a subclass E of C can be called the
minimum element of FE and can accordingly be denoted by

min(E).

Theorem 65. Of any two well-ordered classes, one is uniquely isomor-
phic to a unique initial segment of the other.

Proof. Let (C, <) and (D, R) be well-ordered classes. Suppose first that
there is an isomorphism H from the former to an initial segment of the
latter. Then for all @ in C, we have, by the definitions,

Hpred(a)] C pred(H (a)).

Also, since H|[C] is an initial segment of D, we have pred (H (a)) C HI[C].
Since H is order-preserving, we therefore have

Hpred(a)] = pred(H (a)),
and consequently
H(a) = min(D \ Hlpred(a)]).

Thus H is defined recursively and is therefore unique.

However, the definition fails if, for some a in C, it should happen that
Hpred(a)] = D. We can then adjust the definition so that, for all ¢ in
H(a) = min(D ~\ H|pred(a)]), if H[pred(a)] C D,

| min(D), otherwise.

Then rng(H) is indeed an initial segment of D. Indeed, suppose H(a) =
b, but ¢ Rb. Then H (a) = min(D~ H[pred(a)]), so ¢ ¢ D~ H|[pred(a)],
and therefore ¢ € H[pred(a)].

If H is injective, then it is an isomorphism from C' to its range. If H is
not injective, let a be the least of those b in C such that H (b) = min(D),
but b # min(C). Then H is an isomorphism from D to pred ¢ «)(a). O
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Corollary. FEvery well-ordered set is isomorphic to a unique ordinal. Ev-
ery well-ordered proper class is isomorphic to ON.

Definition 28. If (a,<) is a well-ordered set, then the unique ordinal
to which it is isomorphic is its order-type or ordinality; this can be
denoted by

ord(a, <)

or simply ord(a).

4.5. Suprema

Definition 29. Suppose (C, <) is a linear order, D C C, and a € C.
Then «a is an upper bound of D (with respect to <) if

Ve (x € D= x < a);
and a is a strict upper bound if
Ve (x € D= x < a).

If D has a least upper bound, then this is unique and is the supremum
of D; it is denoted by
sup(D).

If D ={F(z): p(x)} for some function F and formula ¢, then we may
write sup(D) as

sup F(x).

e(z)

Note in particular that sup(0) is the least element of C, if there is one.
We shall make use of these notions on ON.

Theorem 66. For all ordinals «,
sup(a’) = a.
If a is not a successor itself, then

sup(a) = a.
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Theorem 67. The union of a set of transitive sets is transitive. In
particular, the union of a set of ordinals is either an ordinal or ON
itself.

To preclude the possibility that the union of a set of ordinals might be
ON, we have:

Axiom 6 (Union). The union of a set is a set:

Jrx = U b.
Theorem 68. For all sets a and b, the union a Ub is the set | J{a, b}.

Theorem 69. The union of a set of ordinals is an ordinal, which is the
supremum of the set:

b C ON = [ Jb = sup(b).

Proof. Suppose b C ON. If o € b, then o C (Jb; so [Jb is an upper
bound of b. If 8 < (Jb, then 8 belongs to an element « of b; that is,
B < a, so f is not an upper bound of b. O

Theorem 7o. If b is a set of ordinals, then |J{z': x € b} is the least
strict upper bound of b.

4.6. Ordinal addition

We can now extend Definition 16, of addition on w, to ON, using trans-
finite recursion in three parts (the corollary to Theorem 63).

Definition 30 (Ordinal addition). For each ordinal «, the operation
z+— a+ z on ON is given by

a+0=aq, a+p = (a+p), o+ = sup(a + ),
ey

where « is a limit. In particular,

a+1l=ad,
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so the second part of the definition can be written as
a+ (B+1)=(a+p)+1.

The operation (z,y) — x +y on ON is ordinal addition, and o+ § is
the ordinal sum of o and §.

Some of the properties of addition on ON are just as on w. To begin
with, we have:

Theorem 71. For all ordinals o,
0+ a=a.

Proof. We use transfinite induction in three parts, as in the corollary to
Theorem 61.

1. 0+ 0 = 0 by definition.

2. f0+a=a,then0+ (a+1)=0+a)+1=a+1.

3. If 8 is a limit, and 0 + a = a whenever a < 3, then

0+ 3 =sup(0+ ) = supz = sup(B) = 8
zep zef

by Theorem 66. O
Theorem 72. For all ordinals o, 8, and -,
a<f=v+a<y+p.
In particular, ordinal addition admits left cancellation:
Yy+a=y+F=>a=0.
Proof. We prove the first claim by transfinite induction in three parts on
. 1. The claim is vacuous when 5 = 0.

2. If the claim holds when § = §, and now a < § + 1, then a < §, and
therefore

Trta<y+o<(y+I)+1=v+(6+1).
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3. If 0 is a limit, and the claim holds when 8 < §, and now a < §,
then o < o+ 1 < §, and therefore

Yyta<y+a+l<sup(y+z)="7+4.
€S

The second claim is nearly the contrapositive: If o # 3, then we may
assume a < f3, so v+ a < v+ B, and in particular v + a # vy + . O

Now we can establish an alternative definition of ordinal addition, using
transfinite recursion in the original, one-part form (Definition 26).

Theorem 73. For all ordinals o and f3,
a+p=sup({a}U{a+ (z+1): z € p}).
Proof. We consider the three parts of the original definition (Defini-
tion 30).
1. sup({a}U{a+ (x+1): z €0}) =sup({a}) =a=a+0.
2. If 6 <vy+1, then § <v,s00+1< v+ 1, and hence
a+(f+1)<a+(y+1).
Also a < ao+ (v + 1). Therefore
sup{atUf{a+(z+1):zey+1}) <a+(y+1).
The reverse inequality also holds, because v < v+ 1, so
at+(y+1l)efat+(z+1):zey+1}.

3. Suppose S is a limit. Then 0 < 3, and if § < B, then 6 +1 < 8.
Therefore

{a}U{a+(z+1):z€ B} C{a+z:x e b}

sup(fa} U o+ (e-+1): & € B)) < suplac+4) = a4 6.

The reverse inequality also holds, since o+ < ac+ (6 + 1). O
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To establish some additional properties, yet another understanding of
ordinal addition will be useful. We develop this now.

Theorem 74. For all sets a and b, the class a X b is a set.

Proof. The class a x {c} is the image of a under the function x — (z, ¢),
so it is a set. Then a x b is the set | J{a x {z}: z € b}. O

Definition 31. Suppose (C,R) and (D, S) are linear orders. The
(right) lexicographic ordering of C' x D is the relation < such that,
for all @ and b in C, and all c and d in D,

(a,¢) < (byd) = cSdV(c=d&aRD).

The lexicographic ordering of 4 x 6 is given in Table 4.1.

(0,0) (0,1) (0,2) (0,3) (0,4) (0,5)
(1,0) (1,1) (1,2) (1,3) (1,4) (1,5)
(2,0) (2,1) (2,2) (2,3) (2,4) (2,5)
(3,0) (3,1) (3,2) (3,3) (3,4) (3,5)

Table 4.1. The lexicographic ordering of 4 x 6

Theorem 75. If C and D are linear orders, then the lexicographic or-
dering of C x D 1is a linear ordering. If C and D are well-ordered, then
C x D is well-ordered by the lexicographic ordering.
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Proof. In the good case, if E C C x D and is nonempty, then its least
element is (a,b), where b is the least element of {y: 3z (z,y) € E}, and
a is the least element of {x: (z,b) € C}. O

Theorem 76. If a is a section of the well-ordered set b, then
ord(a) < ord(b).

Proof. If f is the isomorphism from b to ord(b) guaranteed by Theo-
rem 65, then, by the proof of that theorem, f[a] is a section of ord(b),
S0

ord(a) = fla] < ord(b). O

Theorem 77. For all ordinals o and f3,

a+ f =ord((a x {0}) U (8 x {1})),
where the union has the lexicographic ordering of ON x 2.

Proof. Fixing «, let us use the notation

(ax {0} u(Bx{1}) = F(B).

We want to show o + 8 = ord(F(8)). We use transfinite induction in
three parts.
1. We have ord(F(0)) = ord(a x {0}) = a = a+0.
2. Suppose the claim holds when = . Then there is an isomorphism
h from o+ to F(vy). Then hU{(a+~,(7,1))} is an isomorphism
from (o + ) + 1—which is a + (y+ 1)—to F(y+ 1). So the claim
holds when g =~ + 1.
3. Suppose 7 is a limit, and the claim holds when 8 < v. When 8 < v,
then F(B) is a section of F(), so by the last theorem,

a+ B =ord(F(B)) < ord(F(v)),
and therefore

a+ v =sup(a+z) < ord(F(v)).
Trey

For the reverse inequality, suppose ¢ < ord(F()). Then ( is the
order type of some section of F'(y). This section is either F(5) for
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some f in v, or § x {0} for some 8 such that § < a. In either
case, ( < a+ f for some 5 in . Therefore { < o + . We also
have 8 +1<7,s0(+ 1< ord(F(8+1)) < ord(F(v)). Therefore
ord(F(7y)) is not a successor, and so

ord(F(7)) = sup({a: € ord(F()) <at7. O
Theorem 78 (Subtraction). If a < 3, then the equation
at+x=0
has a unique ordinal solution, namely ord(8 \ ).

Proof. Let ord(f8 \ «) = v, and let f be the isomorphism from 8 \ « to
~. Then there is an isomorphism g from g to (a x {0}) U (v x {1}) given

by
g(z)_{(az,O)7 ifx € a,

(f(x),1), ifaczep.

Therefore 5 = a + =, by the last theorem. If also § = a + §, then v =0
by Theorem 72. O

The theorem can be proved by transfinite induction. However, this
method does not give insight into what the solution of the equation is;
and we can use that insight for the following.

Theorem 79. For all ordinals o, 8, and -,
(@+B)+y=a+(B+7)
Proof. By the last theorem,
ord((a+p)~a)=p,  ord(((a+ ) +7) N (a+5)) =,
so by Theorem 77,
ord(((a+B) +7) ~a) =B+
By the last theorem again, the claim follows. O

In Theorem 76, it is important that a is a section of b. In a more
general situation, we have the following.
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Lemma 13. Suppose a and b are well-ordered sets, and a embeds in b.
Then
ord(a) < ord(b).

Proof. An embedding of a in b induces an embedding ¢ of ord(a) in
ord(b). Then
a < ord(a) = g(a) < ord(b).

We shall show by transfinite induction (in one part) that
a < ord(a) = a < g(a).

Suppose this is so when a < 8, and suppose 5 < ord(a). If & < 3, then
a < gla) < g(B), so a < g(B). Briefly, « < 8 = a < g(8). Therefore
B < g(B). This completes the induction. We conclude

a < ord(a) = a < ord(b),
and hence ord(a) < ord(b). O

The following should be contrasted with Theorem 2.

Theorem 8o. For all ordinals o and 3,
a<B=aty<fr.

Proof. If a < B, then (a x {0}) U (v x {1}) C (8 x {0}) U (y x {1}); this
inclusion is an embedding of the well-ordered sets, so a + v < 8+ v by
the lemma. O

We already knew the foregoing in case w = ON. Moreover, we cannot
now prove that w % ON. Indeed, by finite induction, and Theorem 47,—
ultimately, by GST alone (p. 61)—, we can define a function F on w by

F(0) =0, F(n+1) = 2(F(n)).

Let C be the class {z: Jy(y € w & = € F(y)}. Then all of our axioms
so far are true in C'; that is, they are true when we assume V = C' and
€ is the relation {(z,y): y € C & = € y}. Even the Power Set Axiom
(Axiom 8, p. 111) is true in C. However, all elements of C are finite.
Nonetheless, there is no obvious way to prove that V \ C' is empty. For
the sake of developing some interesting possibilities, we assume w € ON:
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Axiom 7 (Infinity). The class of natural numbers is a set:
Jrz=w.

Theorem 81. Ifn < w < «, then
n+oa=a.

Proof. We have @ = w + 3 for some B, son+a =n+ w+ 5. By
Theorem 38, there is an isomorphism f from w into (n x {0})U(w x {1})

given by
z,0), ifz <n;
flay = { 2001w <
(y,1), ifz=n+y.
So w =n + w, and therefore n + a = w + § = «. O

For example, we have
l+w=w#w-+1;
so ordinal addition is not commutative. Also,
0<1, O+w=w=1+w,

so the ordering in Theorem 8o cannot be made strict.

By Theorem 72, along with the Axiom of Infinity, we have the following
initial segment of ON:
{0,1,2,...;w,w+1l,w+2,..;w+w,w+w+1,...;0+w+w,...}.

Here the ordinals following the semicolons (;) are limits.

4.7. Ordinal multiplication
Following the pattern of the previous section, we can extend Definition 17,

of multiplication on w, to ON. This time, the recursion needs only two
parts.
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Definition 32 (Ordinal multiplication). For each ordinal «, the opera-
tion x — a - x on ON is given by

a-(B+1)=a-B+a, a-v=sup({a-z:x €}),
where v is not a successor. In particular,
a-0=0, a-1=a.
The operation (x,y) — z -y on ON is ordinal multiplication, and

a - B (or simply af) is the ordinal product of « and 8. Notationally,
multiplication is more binding than addition, so that « - § + v means

(a-B)+7.
Theorem 82. For all ordinals a,
0-aa=0, l-a=a.
Theorem 83. For all ordinals a, 8, and v, where v > 0,
a<fB=v-a<y-p.
Theorem 84. For all ordinals o and 3,

a-f=sup(a-z+ ).
€

Theorem 85. For all ordinals o and f3,
a- B =ord(ax f),
where a X 3 has the lexicographic ordering.

Lemma 14. For all well-ordered classes C, D, and E, the classes (C x
D)x E and Cx(Dx E), with the lexicographic orderings, are isomorphic.

Theorem 86. For all ordinals o, B, and 7,

a-(B+y)=a-B+a-7, (a-B)-y=a-(B-7).
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Proof. Since isomorphic good orders have the same order-type, we have

a- (B+7)=ord(ax (8+7))
= ord(a x ((8 x {0}) U (v x {1})))
= ord((a x B x {0}) U (ar x v x {1}))
= ord((a- B x {0}) U (a -y x {1}))
—a-Bta-,

and also (a-fB) -y =ord((ax f) xv) =ord(ax (Bx7y))=a-(8-v). O
Theorem 87. For all ordinals o, 8, and v,
Sf=a-y<B-.
Theorem 88 (Division). If 0 < «, then the system
a-r+y=/p, y < a

has a unique ordinal solution, namely (v,d), where

v=sup({z: x € ON & -z < 8}), 0 =ord(B ~\ (a-7)).
Proof. We have 8 =1-8 < a-f3, so v does exist, and v < 8. Then

a-y<p<a-(y+1l)=a-y+a.

Then - v+ 6 = B, by Theorem 78, and § < a. If a-(+n = g and
n<a,thena-(<B<a-(C+1),s0=r,and then n =4. O

An alternative way to solve the system is to note that, if § < a - f3,
then g is isomorphic to a section of a x 3, by Theorems 64 and 65. This
section is pred((d,~)) for some v and §; but

pred((6,7)) = (ax ) U (6 x {7}),

whose order type is a -y + 4.
There is a partial analogue of Theorem 81:

Theorem 8g. If0<n < w, thenn-w = w.
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Proof. The function (x,y) — n-y+2z from n X w to w is an isomorphism,
by the last theorem. O

We cannot replace w here with an arbitrary infinite ordinal, since we
have
n-(w+)=n-w+n-1=w+n.

‘We do have
2-w=w#w-2,

so ordinal multiplication is not commutative. Also,
1 <2, lw=w=2 w,
so the ordering in Theorem 87 cannot be made strict. Finally,
1I+1l) w=2-w=w#w+w=1-w+1-w,

so ordinal multiplication does not distribute from the right over addition.
We can extend the initial segment of ON given at the end of the last
section:

{0,1,..;w,w+1,..;w-2,...;W-3,...;W - W,...;W- - W-W,...}

4.8. Ordinal exponentiation

We now extend Definition 18, of exponentiation on w.

Definition 33 (Ordinal exponentiation). For each ordinal «, where o >
0, the operation = — o® on ON is given by

P =af . a o =supa”®,

=1 ,
ey

)

where v is a limit. In particular,
al =
We also define
00 =1, 0% =0,

where again « > 0. The binary operation (z,y) — z¥ on ON is ordinal
exponentiation, and o is the 5-th ordinal power of a.
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Theorem go. For all ordinals «,
1*=1.

Theorem 91. Ifa > 1 and 5 <, then
o? <a.

Theorem 92. If a >0 and 5 > 0, then

o = sup(a® - a).
zep

It is possible to understand o” as the ordinality of a certain well-
ordered set obtained directly from « and 5. Meanwhile, we can obtain
the basic properties of exponentiation directly from Definition 33. The
process is simplified by the following notions.

Definition 34. An embedding of a linear order in itself is an endomor-
phism. An endomorphism F' of ON is called normal if

F(a) = sup(Flal])
whenever « is a limit. (There is no requirement on F(0).)

Theorem 93. The following operations on ON are normal:
1) T a+a;
2) x> «-x, when a > 0;
3) ©— a®, when a > 1.

Proof. They are endomorphisms of ON, by Theorems 72, 83, and 91.
Then they are normal by the original definitions (Definitions 30, 32, and

33)- O
Lemma 15. If F is normal and 0 C ¢ C ON, then
F(sup(c)) = sup(F[c]).

Proof. Let a = sup(c). There are two cases to consider.
1. If @ € ¢, then « is the greatest element of ¢, so sup(F|[c]) = F(«)
since F' preserves order.
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2. Suppose o ¢ ¢. Then ¢ C a, so sup(F[c]) < sup(F[«]). Also, if
8 < a, then 8 < v < a for some v in ¢, so sup(F[a]) < sup(F[c]).
Therefore sup(F|[«]) = sup(F[c]). But a must be a limit, and hence
sup(F[a]) = F(«) by normality of F. O

Theorem g94. For all ordinals «, 3, and 7,
Pt =af ol = (aﬁ)w.

Proof. By the lemma, if 1 < a and § is a limit, if the first equation holds
when v < §, then

a? - a® =af supa® =sup(a”? - o) = sup T = @SWPres (BHT) — FHS

€S TES €S
0

Just as natural numbers can be written in base ten, so the next theorem
below allows ordinals to be written in base o whenever a > 1. We shall
work out the details for base w in the next section. Meanwhile, the
theorem needs the following;:

Lemma 16. If a > 1, then for all ordinals j3,
of > p.

Proof. Since
s
B> =a’>a",
the class {z: € ON & o® < z} has no least element, so it is empty. 0

Theorem g5. For all ordinals o and 8, where « > 1 and 8 > 0, the
system

o y+z=p, O<y<a, z<a”
has a unique ordinal solution.
Proof. The system implies

" y<B<at(y+1), a® < B <o

Since the functions y — o® -y and =z — o are increasing, the original
system has at most one solution. The class {z: z € ON & a® < §} has
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the upper bound S, so it has a supremum, y, which belongs to the class by
normality of  — a®. Then the class {y: a” -y < S} has the strict upper
bound «, so the supremum ¢ of the class is less than «a, but it belongs to
the class. Then (v, d,ord(8 \ a” - §)) is the desired solution. O

We now have the following initial segment of ON:

0,1,..;w,w+1,...,w-2,..;w? w?+1,.. ;0 +w,...;
w2~2,...;wg,...;ww,...;w“"Q,...;w“’Q,...;w“’w,...;w“’ww,...}.
This set is sup,¢., F(x), where
F(0) = w, F(n+1)=wf™,

We may use for sup,¢, F(z) the notation
€p.

This set is closed under the operations that we have defined so far. The
reason for the subscript 0 in € is the following.
Theorem 96. € is the least solution of the equation

w?® = .

We end the section by developing an alternative definition of exponen-
tiation, parallel to Theorems 77 and 85.
Definition 35. The set of functions from a set b to a set a is denoted by

ba.

It is indeed a set, since it is included in & (b x a). Suppose a is an ordinal
a. If f € ba, the support of f is the set {z: € b & f(z) # 0}; this can
be denoted by

supp(f).-
Let fs(°a) be the set of elements of ®« with finite support, that is,
fs(*a) = {z: = € *a & |supp(z)| < w}.

Suppose now b is an ordinal 3. Then fs(°a) can be given the right
lexicographic ordering, whereby f < g, provided f(v) < g(v), where

v =sup({z: f(z) # g(z)}). See Table 4.2.
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(1’ 070707 )
(27 050707 )
(0? ]" 0707 )
(1’ 170707 )
(2,1,0,0,...)
(0,0,1,0,...)
(1,0,1,0,...)
(0,1,1,0,...)

Table 4.2. The right lexicographic ordering of fs(°).

Theorem g7. The right lexicographic ordering well-orders fs(°c).

Theorem 98. For all ordinals o« and f3,
af = ord(fs(Pa)),
where fs(°c) has the right lexicographic ordering,
Proof. Suppose a > 0. Then
0% = 0 = ord(0) = ord(fs(*0)), ° = {0} = ord({0}) = ord(fs(°a)).
Suppose o = ord(fs(°a)). Then
Pt =af . a =ord(0” x a) = ord(fs(Pa) x a) = ord(fs(°*'a)),

since the function (x,y) — = U {(B,y)} is an order-preserving bijection
from fs(a) x a to fs(*+a).
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Suppose finally v is a limit, and o® = ord(fs(°c)) whenever g < . We

have
fs("a) = U{fs(”’a): x €7}

Also, if B < 7, then fs(°a) is a section of fs(*a), so the isomorphism
from fs("a) to ord(fs(Ya)) restricts to an isomorphism from fs(°a) to
ord(fs(°a)). Therefore

ord(fs("a)) = U{ord(fs(xoz)): xeyt=sup{a®:z e} =a". O

4.9. Base omega

If 1 < b < w, then every element n of w can be written uniquely as a
sum
0" ag + 0" b a1+ A, (4-4)

where m € w and ax € b, and ag > 0 unless n = 0. The sum is the
base-b representation of n. The notation in (4.4) can be defined precisely
as follows.

Definition 36. Given a function x — «, from w (or one of its elements)
into ON, and an element ¢ of w, we define the function z — Y7 «; on
w recursively by

k c c+n+1 c+n
k<c= g a; =0, E ;= g, g a; = E Q + Qeqpil-
1=c i=c 1=c i=c

We may write
c+n

E O = Qe+ -+ Qe
i=c

An ordinal is positive if it is greater than 0. By Theorem g5, for every
positive ordinal «, there is a unique ordinal g8 such that

w? <a <t

we may refer to § as the degree of a, writing

deg(a) = B.
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In particular, the ordinals of degree 0 are just the natural numbers that
are successors. We may suppose

deg(0) < 0.
Lemma 17. For all functions x — «, from w to ON, for all ¢, k, and
nin w,
k+n k k+n
Zai = Zai—i— Z Q.
i=c i=c i=k+1

Theorem g9. For every positive ordinal c, there are, uniquely,
1) a function © — (g, a;) from w to ON x w,
2) an element {(a) of w,

such that
a0>...>a£(a), E(a)<z’:>ai:0, ai>0<:>i<£(a)a
and
()
o = Z W - ay = W - ag + A+ WD -y (4-5)
k=0
Here

ag = deg(a).

Proof. Given «, and using Theorems 78 and g5, by finite recursion on w
we define x +— (ay,a;) by requiring ar € w, and ap > 0 unless ay = 0,
and

w* apg < a < w* - (ag + 1),

k
Wt gy < ord(a N Z W - a;) < WY (agy1 + 1),
=0
Then ay = deg(a). Also, for all k in w,
k
ord(a ~ Z W - q;) < wYk,
=0

so we have aj41 < ay, unless agx41 = 0. Therefore a;1 = 0 for some k.
The least such k is ¢(a), and then we have (4.5).
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Uniqueness is by the lemma and Theorem g5. In detail: Suppose we

have also
£(B)

o= Z w? . b,
i=0
where
Bo >+ > Bugy, Y a)<i= B; =0, a; >0 1< P).

If (o, a;) = (Bi, ;) when ¢ < n, then, by the lemma, we have

L) £(o)
w* - ay + Z w . q; = Zwo‘i -
i=n-+1 i=n
£(B) £(B)
:Zwﬁ"' by = wPr b, + Z w?i b,
i=n 1=n-+1

If either side is 0, then a,, = 0 = b,,, so a,, = 0 = 3,, by definition. If one
side is not 0, then (v, a,) = (Bn, byn) by Theorem g5. O

When « is written as in (4.5), it is said to be in normal form.> We
can add ordinals in normal form by using:

Theorem 100. If B < a, andn € w, and 0 < m < w, then
w? n+w*m=w* m.
Proof. For some positive v we have 8 + v = a, and then
w’ n+w*-m=w’ n+w’-m)=w’ W m=w-m
by Theorem 81. O
For example,

W+ w-8+w?-5=w?+w?- 5.

5The terminology is due to Cantor, as are most of the results of this section and,
indeed, this chapter.
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Corollary. If deg(a) > deg(B), then
b+a=a.
To multiply, we need a generalization of Theorem 8g:

Theorem 101. For all positive natural numbers n and positive ordinals
a7
n-w® = w

Theorem 102. For all infinite ordinals o and positive natural numbers

n,

£(a)
a-n=w*.qy-n-+ E w% . a;.
i=1

Theorem 103. For all infinite ordinals a and positive ordinals (3,

a-wf = @rth,

Proof. For the case § = 1, we note that, by the last theorem,

a-w=supa-r=supw® - qy-r=supwW?- -r=w¥. w=wwrl

TEW TEW TEW
Similarly, if the claim holds for some 3, then

ao+8 weo+B+L

a-wtl=supa-w’ z=supw -x =

rew rew
Finally, if v is a limit, and the claim holds when 8 < -y, then

ap+x

a-w’ =supa- w® = supw = @+, O

xrey xrEYy
For example, we can now compute:
(WO 34+ Wb 44 1) (W -2+3)
= (@*T 34w 4+1) (W 2) + (W 3+t 4+1)-3
= OO g @t 3.3 4 w6441
= w24+ w9+ Wb 441

Finally, for exponentiation, we have:
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Theorem 104. For all positive natural numbers n and positive ordinals
Oé,

a—1 .
w® w® ) ifi<a<w,
w®”, if w<a.

Theorem 105. For all infinite ordinals o and natural numbers n,
1) if o is a limit, that is, gy > 0, then
a"tt = wr . g,

2) if a is a successor, that is, cya) = 0, then

o™t = @ g £ " W T (B4 g - agay) + B+ Qg(a)s

i=1
where
()
= Zw‘”‘i cap = w* - ag + B+ aya)-
=0

Proof. 1. The claim holds trivially when n = 0. If it holds when n = m,
then it holds when n = m + 1 by Theorem 103.
2. The claim holds trivially when n = 0. If it holds when n = m, then

™ =™t (0 - ag + B+ aga))

_ wOZO'(m‘FQ) cag + wa0~(m+1) . B + wao-(m-‘rl) “ag - aé(a)

+ Z o (m+1=1) (6 +agp - Ozg(a)) + 5+ ()

i=1

m—+1
_ wao.(m+2) “ap + Z wao-(m+27i) . (6‘{’ Qo - aé(a)) +6+a€(a)7
i=1
so it holds when n = m + 1. O]

Theorem 106. For all infinite ordinals o and positive ordinals 3,

B B
a® = v,
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Proof. By the previous theorem, we have

a® = sup a® = sup w*T = WY,

reEw TEW

so the claim holds when « = 1. Suppose it holds for some 3; then

OL(yUJﬁ)(,U ao-wﬁ+l

= (w =w

Finally, if v is a limit, and the claim holds when 0 < 8 < ~y, then

5 « . o o
a® = a®Prer Y =gupa® =supw Y = w0? . O
ey Trey

Summing up, we have

Theorem 107. For all infinite ordinals o, limit ordinals 3, and positive
natural numbers n,

B4n _

of = wh, @ = w2 B . qn.
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For example,

(wwW-7+w31,29+13 AL+ w17+ 19)w37+w'2+3
= (@ TH@M29413) (W T 2) (0 THOP20413 11 4 ()5 17 4 19)3

= www+37+w“’+1~2 . (w(ww'7+w31'29+13)'3 -11 +

w(ww_7+w31.29+13)-2 . (LU5 217 + 209) +
www.7+w31~29+13 . ((D5 17+ 209) +

w® 17 +19)
_ www+37+w“’+1~2 . (www'21+w31'29+13 <11+

L@ 14w 20413 (w® - 17 + 209) +
www.7+w31-29+13 . (w5 17 +209) +

w® - 174 19)
w+37 w+1, @ 31
WOt 2w 214w 29413 |

= w
www+37+ww+1,2+ww.14+w31-29+18 17+
W@ Tt 20 Y 144w 20413 209) +
wwm+37+ww+1,2+ww.7+w31-29+18 17+
w® w240 7w 20413 209) +
N R |
@Ot g
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5. Cardinality

5.1. Cardinality

Definition 37. If a set a is equipollent to some ordinal, then the least
ordinal to which a is equipollent is called the cardinality of a. We may
denote the cardinality of a by

card(a).

In particular, every ordinal has a cardinality, so every well-ordered set
has a cardinality. The converse holds too: every set with a cardinality
can be well-ordered. If a is finite, we have

card(a) = |a].
If two sets a and b have cardinalities, then
a ~ b < card(a) = card(d), a < b< card(a) < card(b).

So the following theorem is easy when a and b have cardinalities. How-
ever, we do not yet know that all sets have cardinalities.

Theorem 108 (Schroeder—Bernstein'). For all sets a and b,
axb&b<a=a=b

Proof. Suppose f embeds a in b, and g embeds b in a. Define  — (ay, bs)
recursively on w by

(a07b0) = (av b)v (an-‘rla bn-‘rl) = (g[f[a'ﬂ”? f[g[b'fbﬂ)

Then, for each n in w, the relation defined by

TE N ngp1 &y by Nbpp1 & (f(z) =y Va=gy))

*The theorem is also called the Cantor—Bernstein Theorem, as for example by Levy
[25, II1.2.8, p. 85|, who nonetheless observes that Dedekind gave the first proof in
1887.
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is a bijection from a, \ @n41 to by, N b,41. Since f is injective,

FI Naa: x € w}] = (fbrr: w € w} = |{be: 2 € w}.
Therefore a ~ b. O

With a bit more work, the theorem can be shown to hold for arbitrary
classes:

Porism. For all classes C and D,
CxD&D=<xC=C=D.

Proof. Suppose F is an embedding of C' in D, and G is an embedding of
D in C. We can adjust the proof of the Recursion Theorem (Theorem 30)
to show that there is a relation R such that, for all a in C and all n in
w,

ORasaeC,
n Ra< 3z (n Rz & a=G(F(x))).

Likewise, there is a relation S such that, for all b in D and all n in w,

0Sbebe D,
n SbeJy(nSy&b=F(G())).

Denote the class {x: n R x} by C,, and {y: n S y} by D,,. As before,

Cn\Cn+1%Dn\Dn+17 m an ﬂ Dn
new new
(where N, Crn = {7: V2 (2 € w = 2z R x})). Therefore C ~ D. O

However, the following has no generalization to classes:

Theorem 109 (Cantor). For all sets a,

a < Z(a).
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Proof. The function z — {z} shows a < Z?(a). Suppose f is an embed-
ding of a in &(a). Let b be the set {z: x € a & = ¢ f(x)}. Then

ceb=ceb f(e), cea~xb=ce flc)\b

Thus, if ¢ € a, then f(c¢) # b. So b ¢ rng(f). Therefore, there is no
bijection from a to #(a); so a < P(a). O

The theorem may be false when applied to proper classes. Indeed,
Z(V)=V.

As noted on page 93, the following is consistent with GST, and with the
rest of our axioms so far, except Infinity:

Axiom 8 (Power Set). The power class of a set is a set: that is,
drz = P(a).

We may now refer to the power class of a set as its power set. An
infinite set that is not equipollent to w is called uncountable; all other
sets are countable. So (w) is uncountable. However, we do not yet
know whether it, or any other uncountable set, has a cardinality.

Theorem 110. For all sets a and b, the class ba is a set.

5.2. Cardinals

Definition 38. An ordinal that is the cardinality of some ordinal is a
cardinal. The cardinals compose the class denoted by

CN;

this is a subclass of ON. Cardinals are denoted by minuscule Greek
letters like x, A, u, and so on.

The class CN inherits the ordering < of ON, which is € and C; on
CN the ordering is also <. The finite ordinals are cardinals. Also,
w is a cardinal. But w 4+ 1 is not a cardinal, since w < w + 1, but
wH+l=l+w=uw.
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Theorem 111. Fvery cardinal is a limit ordinal.

The converse fails: w - 2 is a limit ordinal, but w < w -2, and w -2 ~
2. w = w. There are uncountable cardinals:

Lemma 18 (Hartogs). For every set, there is an ordinal that does not
embed in it.

Proof. Supposing a is a set, let b be the subset of Z(a) x P(a x a)
comprising those well-ordered sets (¢, <) such that ¢ C a. If ord(e, <) =
B, and v < S, then ord(d, <) = « for some section d of ¢. This shows
that {ord(c): ¢ € b} is a transitive subset of ONj so it is an ordinal «.
If f is an embedding of S in a, then f determines an element of b whose
ordinality is 8; so 8 € a. Since a ¢ «, there is no injection of o in a. O

In the proof, « is the class of ordinals that embed in a. If o were simply
defined this way, it would not obviously be a set. In any case, we can
now make the following:

Definition 39. For every cardinal x, by Hartogs’s Lemma, there is an
ordinal « such that k < «, but k % «. Therefore k£ < card(a). Thus &
has a cardinal successor, denoted by

+.

K3

this is the least of the cardinals that are greater than k.
Theorem 112. The supremum of a set of cardinals is a cardinal.

Proof. Let a be a set of cardinals. If k < sup(a), then x < X for some A in
a, and therefore k # card(sup(a)). Therefore sup(a) must be a cardinal
(namely its own cardinality). O

Definition 40. The function
T — N,
from ON into CN is given recursively by

Ny = w, Ny = (Ro) T, Ng = sung,
xTE

where (3 is a limit ordinal. Here X is aleph, the first letter of the Hebrew
alphabet.

Theorem 113. The function x — R, is an isomorphism between ON
and the class of infinite cardinals.
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5.3. Cardinal addition and multiplication

Definition 41. The cardinal sum of two cardinals is the cardinality
of their ordinal sum. The cardinal product of two cardinals is the
cardinality of their ordinal product. The operations of finding cardinal
sums and products are cardinal addition and cardinal multiplica-
tion, respectively, and are denoted by + and - (as are ordinal addition
and multiplication; context must indicate which operations are meant).

Theorem 114. For all cardinals k and X,
k+ A =card((x x {0}) U (A x {1})), k- A =card(k X A).
Theorem 115. For all cardinals k, \, and p,
K+ A= A+k,
k+ 0=k,
(K+A) +p=r+A+np),
K A= XK,
Kk-1=g,
(K- A) - p=r-(Ap),
R ) = R AR
E<A=>Kk+pu <A+ g,
E<SA=k-u< A p.
The cardinal operations agree with the ordinal operations on w.
Lemma 19. The Cartesian product a X b is always a set.

Proof. We have a x b =|J{a x {z}: = € b}. O

Lemma 20. The class ON x ON is well-ordered by <, where

(o, B) < (7,9) & max(a, §) < max(y,d) V
(max(a,ﬂ) =max(7,0) & (a<yV(a=7&p < 5)))

(See Figure 5.1.) With respect to this ordering, ON x ON is isomorphic
to ON with its usual ordering.
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(1,0)——(1,1) (1,2) (1,3) (1,4)
2, 0>4 2,%) (2.3) (2.4)
(3,0>4 (3,3) (3,4)

Figure 5.1. ON x ON, well-ordered

Proof. Tt is straightforward to show that the given relation is a linear
ordering of ON x ON. If @ is a nonempty subset of ON x ON, we can
define

a = min{max(z,y): (z,y) € a},
B =min{x: Jy (z,y) € a & max(z,y) = )},
v =min{y: (8,y) € a}.

Then (8,7) is the least element of a. The linear ordering is left-narrow,
since every section is a subset of § x § for some . So ON x ON is
well-ordered. Since it is a proper class, it is isomorphic to ON, by the
corollary to Theorem 65. O

Lemma 21. For all infinite cardinals ,
K-K =K.

Proof. We establish the claim by induction on the infinite cardinals. Sup-
pose A is an infinite cardinal, and the equation holds whenever w < kK < A.
Let F' be the isomorphism from ON x ON onto ON guaranteed by the
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last lemma. For every ordinal «, the section pred (0, «) of ON x ON is
just @ x @. Then F[a X ] must be a section of ON: that is, F[a X «]
is an ordinal. Suppose F[A x A] = 8. Then

A=A-1< A A=card(\ x \) = card(8) < S.

So A < 8. We shall show 5 < A. For this, it is enough to show that, for
all infinite cardinals y,

< B=pu<A
Suppose p is an infinite cardinal, and p < 8. Then p = F(v,d) for some
ordinals y and 0 such that (y,d) € A x A. Since A is a limit ordinal by
Theorem 111, the successor ¢ of max(3,+) is also less than A. Hence

pe F[¢x (], pC FICx (],
and so
p < card(¢ x ¢) = card(() - card(¢) = card(¢) < A
by inductive hypothesis. O

Theorem 116. For all cardinals k and A such that 0 < kK < X and \ is
infinite,
K+A=K-A= A\
In particular,
Ny +Ng =R, -Ng = Nmax(a,,@)'

Proof. By the lemma, we need only observe
ASKFASAFA=A-2< A, ASK-ASAA O

Suppose we have a set a of cardinality x, and a function x — b,
on a such that, for all ¢ in a, the set b, has a cardinality. Let A =
sup{card(b;): x € a}. It may appear that |J ., b, has a cardinality,
which is bounded above by k- A. For, if ¢ € a, let f. be an embedding of
b. in A\. We may assume that b. N by = @ when ¢ # d. Then we should

have an embedding of (J,., b, in & x A, namely

U (. fow)): y € bo)-

The problem with this argument is that it assumes the existence of the
function x — f, on a, and we do not yet have a way to ensure the
existence of this function.
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5.4. Cardinalities of ordinal powers

Definition 42. If n € w and a € ON, an element a of "« can be
understood as the function z — a, on n. This function can also be
written as

(0,0, e 7an_1)

and called an n-tuple. In case n = 0, this n-tuple is the empty set (which
is indeed the only function from 0 to «).

Recalling the notation of Definition 35, we have:
Lemma 22. For all infinite cardinals &,
card(fs(“k)) = k.
Proof. We have
fs(Yk) = U{r/@: T € w}.

Let f be an embedding of kK X k in k. By finite recursion, we have a
function x — g, on w such that
1. go is the embedding {(0,0)} of %« in k.
2. if g, is an embedding of "k in k, then g,y; is the embedding of
"+l in K given by

gn+1(ao; .- an) = f(gn(ao, .., an_1),as).

Then we have an embedding h of fs(“k) in w X k given by

h(ag,...,an-1) = (n, fulag,...,an-1)).

So we have
/izlm#fs(wn)ﬁwxmﬁﬁ.

By the Schréder—Bernstein Theorem, we are done. O

Lemma 23. For all infinite cardinals k, the set of finite subsets of k has
a cardinality, which is k.

Proof. The given set embeds in fs(“«) under the map that takes every
set {ag,...,an_1}, where ap < -+ < an_1, to (g, ..., Qn_1). O
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Lemma 24. For all infinite cardinals k,
card(fs("k)) = k.

Proof. Let f be the function from fs(* ) to fs(“ k) such that, if g € fs(“«),
and dom(g) = {ao,...,an_1}, where ag < --- < ap_1, then f(g) is the
function z — g(a,) from n to k. Let b be the set of finite subsets of
k. Then the function z — (dom(z), f(x)) is an embedding of fs(“x) in
b x fs(“k). Hence

k=Is("k) K b x f8(YK) = Kk X Kk = K. O

Theorem 117. For all cardinals k and A\ such that kK > 0, and A\ > 1,
and at least one of the two is infinite,

card(fs(*k)) = k- A = Kk + X = max(k, \).
Proof. Let p = max(k, A). Then
p < ts(k) < fs(Pp) ~ p. O

Therefore it would not be of great interest to define a cardinal power
as the cardinality of an ordinal power. We should like to define x* as
the cardinality of *x. The problem is that this set has no obvious good
ordering. We are just going to declare that one exists, in the next section.

5.5. The Axiom of Choice

Theorem 118. FEvery natural number embeds in every infinite set.

Proof. Let a be an infinite set. Trivially, 0 embeds in a. Suppose n
embeds in a under a function f. Since a is infinite, we have f[n] # a.
Therefore a \ f[n] has an element b, and so fU{n,b} is an embedding of
n + 1 in a. By finite induction, every natural number embeds in a. [

The theorem is not that w embeds in every infinite set. One might try
to adapt the proof of the theorem so as to give a recursive definition of
an embedding of w in a. The problem is that we have no way to select
a particular element of a \ f[n]. A technical term for what we need is
given by the following.
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Definition 43. A choice-function for a set a is a function f on & (a)\
{0} such that f(b) € b for each nonempty subset b of a.

Theorem 119. The set of natural numbers embeds in every infinite set
that has a choice-function.

Proof. Suppose f is a choice-function for an infinite set a. By transfinite
recursion in one part, there is an embedding g of w in a given by

g9(n) = fla~g[n]). H

Theorem 120. A set has a choice-function if and only if the set can be
well-ordered.

Proof. Suppose a set a has the choice-function f. We may assume f (&) is
defined, but is not in a. There is a function G on ON defined recursively
by

G(a) = f(a~ Gla)).

Suppose Gla] C a. If v < 8 < a, then G(B) € a \ G[f], so in particular
G(B) € a~{G(7)}, and therefore G(3) # G(v). Thus G embeds « in a.
The same proof shows that G embeds ON in a, if GION] C a. Therefore
G(a) ¢ a for some a. Let § be the least such o. Then G is a bijection
from B to a. This induces a good ordering of a.

Now suppose conversely that a is well-ordered. Then there is a choice-

function for a that assigns to each non-empty subset of a its least element.
O

Theorem 121 (Zorn’s Lemma). Assume a has a choice-function. If
(a,<) is an order such that every linearly ordered subset of a has an
upper bound in a, then a has a mazximal element.

Proof. Let f be the operation on &?(a) taking each element b to the set
(possibly empty) of strict upper bounds of b. So f is order-reversing, in
the sense that

cCb= f(c) 2 f(b).

Let g be a choice-function for a, extended so that g(&) ¢ a. Then define
H on ON by

H(a) = g(flan H[a])).
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As in the proof of the previous theorem, if H[a] C a, then H embeds «
in a; in fact it embeds (o, €) in (a, <), so in particular H[a] is linearly
ordered and has an upper bound. Also as in the previous proof, H(«) ¢ a
for some a. Let 8 be the least such a. Then f(H[S]) = &, so the upper
bound of H|[f] is not strict. This upper bound is therefore a maximal
element of a. O

A sort of converse to the last theorem is the following.

Theorem 122. For a set a, let b be the set of functions f such that
the domain of f is a subset of P(a) ~ {0} and, for all x in the domain,
f(z) € x. Every maximal element of b with respect to proper inclusion is
a choice-function for a.

Proof. Suppose f € b, but is a not a choice-function for a. Then some
nonempty subset ¢ of @ is not in the domain of f. But ¢ has an element
d, and then fU{(c,d)} is in b. Thus f is not a maximal element of b. O

In the notation of the theorem, not only is b ordered by proper inclu-
sion, but every linearly ordered subset ¢ of b has the upper bound Je.
So the following are equivalent statements about V:

1. Every set has a choice-function.

2. Every set can be well-ordered, so it has a cardinality.

3. Every order has a maximal element, provided every linearly ordered

subset of the order has an upper bound.

Axiom g (Choice). Every set has a choice-function.

The Axiom of Choice, or AC, is a completely new kind of axiom, since it
asserts the existence of certain sets (namely, choice-functions) that we do
not already have as classes. However, as with the Generalized Continuum
Hypothesis (Definition 46 below), so with AC, we shall see in Chapter 6
that we can assume it without contradicting our other axioms. The
Axiom of Choice is convenient for mathematics in that it allows many
theorems to be proved, such as the following, alluded to at the end of

§ 5.3

Lemma 25. For all sets a and functions x — ¢, on a, there is a function
f on a such that f(d) € cq for all d in a such that cq is nonempty.
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Proof. Let f be a choice-function for | J,., cz. Then we can let f(z) =
g(cz). O

Theorem 123. For all sets a and functions x +— b, on a,

card Ub < card(a) - sup card(b,,).

z€a
Proof. We can use the argument at the end of §5.3, since the function
x — [ there does exist, by the lemma. O
5.6. Exponentiation
Cardinal exponentiation is quite different from ordinal exponentiation.
Definition 44. If x and \ are cardinals, then

x* = card(Mk);

this is the A-th cardinal power of k. The operation (z,y) — z¥ on CN
is cardinal exponentiation.

Theorem 124. For all cardinals k, A\, p and v,

k=1,
0<A=0"=0,

1M =1,

nlzn,

RN = g gH,
R = ()
k< p& A<y =r < b

Theorem 125. For all sets a,

P(a) = 2°.

Proof. There is a bijection between ®2 and Z?(a) that takes the function
f to the set {z € a: f(z) =1} O
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Corollary. For all cardinals k,
K< 2%

Theorem 126. If k and A\ are cardinals such that 2 < k < 2% and \ is
infinite, then

KN = 2%,
Proof. 2* < k* < M < (22)* = 22* = 2* by Theorem 116. O
Definition 45. The function

T

from ON into CN is given recursively by

o= w, 3, = 27, Jg =supdy,,
TEB

where (3 is a limit. Here 3 is beth, the second letter of the Hebrew
alphabet.

Theorem 127. The function x — 3, is an embedding of ON in CN,
and
R, < Ja (5-1)

Proof. Theorem 125 and induction. O
Definition 46. The Continuum Hypothesis, or CH, is
Ny =g
the Generalized Continuum Hypothesis, or GCH, is
N, = 3o
for all ordinals a.

We shall see in Chapter 6 that we can make these hypotheses without
contradicting our other axioms about sets. We shall not see what is also
the case, that these hypotheses are not implied by our axioms [§].

The Continuum Hypothesis is so called because it is that N; is the
cardinality of the continuum, namely the set of real numbers. Indeed,
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full details are a lengthy exercise in ordered algebra; but one approach
to the real numbers can be sketched out as follows.
Suppose a relation ~ on a set s is an equivalence relation, that is,

a~a, a~b=b~a, a~b&b~c=an~c,
for all a, b, and ¢ in s. Then we let
[a] = [a]~ ={x: x € s & x ~ a},

and we let
s/~={[z]: z € s}.

Let Z* denote w ~\ {0}. There is an equivalence-relation ~ on Z* x Z*
given by
(a,b) ~ (¢,d) < ad = be.

Then (Z* x Z*)/~ is denoted by
Q*,

and its element [(a,b)] is denoted by

a
b
or a/b. The set Q* has binary operations + and - such that

a C a-+c

a-c

b-d’

Lo _ate a
b d b+d b

Ul o

and a linear ordering < so that

%<§®a~d<b-c,
and the function z +— x/1 embeds Z* in Q*. In the present context we
identify a in ZT with a/1 in Q.

A cut of QT is a proper nonempty subset ¢ of Q1 with no greatest
element that contains all predecessors of its elements. We denote the set
of cuts of QT by

RJr.

)
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this is the set of positive real numbers. The set is linearly ordered by
proper inclusion, and Q% embeds in it under x — pred(z). The binary
operations + and - are defined on RT by

a+b={rx+y:zcakyecd}, a-b={zr-y:zca&kyech}.

A nonempty subset of Rt with an upper bound has a supremum, namely
the union of the subset. We identify an element a of Q% with its image
pred(a) in RT.

On RT x RT there is an equivalence relation ~ given by

(a,b) ~ (¢,d) & a+d=b+c
Then (R* x RT)/~ is denoted by
R,

and R* embeds in this under x — [(z + 1,1)]. The element [(1,1)] of R
is also denoted by
0.

Then
R={[(1,1+2)]: € R*} U{0} U{[(z + 1,1)]: = € R¥},
and the three sets of the union are disjoint. We identify a in R™ with
[(a+1,1)].
We have R ~ R, and RT C 22(Q"), and card(Q*") = Xy, so
card(R) < 2%0.

The reverse inequality follows as well, because there is an embedding f
of “2 into R defined by

flo) = sup{zx: Zé,i(lk) cx € w}.

The function f is indeed well-defined, since, by induction,

" 2.0(k) 1
Z 3k+1 < L- 3n+1 <L
k=0
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Also, f is injective, since, if ¢ | n =7 | n, but o(n) =0 < 1 = 7(n), then

n—1 n—1
. 2-0(k) 1 2-0(k) 2
f(a)gkgo e=mhdr <kZ:0 it g < ()

So 2% < card(R); by the Schréder-Bernstein Theorem,
card(R) = 2%0,

Here f[“2] is called the Cantor set; it is the intersection of the sets
depicted in Figure 5.2.

1 2 1 2 7 8
0 9 9 3 3 9 9 1

Figure 5.2. Towards the Cantor set
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6. Models

6.1. Consistency and models

We defined well- and ill-founded sets in Definition 13 in §3.3. In that
section, the possible existence of ill-founded sets caused a difficulty in
the formulation of the class of natural numbers. We might have made
things easier for ourselves by assuming the Axiom of Foundation (Ax-
iom 10 below), namely that all sets are well-founded; equivalently, every
nonempty set has an element that is disjoint from it.

However, it is good that we have not yet assumed the Foundation
Axiom. The notion of consistency was introduced in §2.1: a collection
of sentences is consistent if it no contradiction is derivable from it. The
axioms that we have now are:

1) Equality, 4) Separation, 7) Infinity,
2) Null Set, 5) Replacement, 8) Power Set,
3) Adjunction, 6) Union, 9) Choice.

(The list is in Appendix E.) If these axioms are indeed consistent, then
they will still be consistent when the Foundation Axiom is added: this is
Theorem 154 below.

As axioms of set theory, Zermelo [35] proposed

1) Extension, 4) Power Set, 7) Infinity.
2) Pairing, 5) Union,
3) Separation, 6) Choice,

However, Zermelo did not have a formal logic. If he had had a formal
logic, it might have had the equals sign = as one of its official sym-
bols, as described at the end of §2.8. Extension is the axiom mentioned
there. The existence of sets is a logical truth, so our Null Set Axiom is
a consequence of Zermelo’s (and now our) Separation Axiom. Zermelo’s
Pairing Axiom corresponds to our Theorem 17; this and Union entail
our Adjunction Axiom.
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Fraenkel (see [16, p. 50, n. 3]), and independently Skolem [31], proposed
the Replacement Axiom (which makes Separation redundant). Skolem
and more definitely von Neumann [33] proposed Foundation. The collec-
tion of all of these axioms, besides Choice, is called

7F
for Zermelo and Fraenkel. When Choice is added, the collection is called

ZFC.

Our own axioms so far entail exactly the same sentences as ZFC without
Foundation. We shall establish in this chapter the following relative
consistency results:

1. If ZFC without Foundation is consistent, then so is ZFC itself (The-
orem 154).

2. If ZFC without Infinity is consistent, then so is ZFC with Infinity
replaced by its negation (Theorem 152). Thus ZFC without Infinity
does not entail Infinity.

3. If ZFC without Replacement is consistent, then so is ZFC with
Replacement replaced by its negation (Theorem 153). Thus ZFC
without Replacement does not entail Replacement.

4. If ZF is consistent, then so is ZFC with GCH (Theorems 163 and
166).

We shall use the following notions:

Definition 47. Given a class M and a sentence o, we can ask whether o
is true in M, that is, true under the assumption that every set belongs
to M. Of course, this will require that any constants occurring in o name
elements of M. If ¢ is true in M, we may express this by writing

':M g.

Each formula ¢ has a relativization to the class M. This relativization
is denoted by

YoM -
The definition is recursive:
1. ppr is @, if  is atomic.
2. (m)m is =(om).
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3 (p= V)M is pm = U
4. (Fzp)aris
Jr(re M & pm).

Note then that (Vz ¢)ar can be understood as
Ve (x € M = o).

A sentence o with constants from M is true in M if and only if ops is
true simply—that is, true in V. That is, the following are equivalent:

1. o is true in M.

2. ':M g.

3. op 1S true.
If A is a collection of sentences, each of which is true in M, then M is
a model* of A, and we may write

N

Theorem 128. FEvery collection of sentences with a model is consistent.

Proof. If =pr A, and A = o, then o is true in M (by Theorem 10 of
§2.5), so o cannot be a contradiction. O

We shall establish our relative consistency results by constructing mod-
els of the appropriate collections of sentences. The results will be only
relative, since our constructions will naturally make use of certain ax-
ioms: thus the constructions will assume the consistency of those axioms
(just as we have been doing all along).

6.2. The well-founded universe

Using our current axioms, essentially ZFC without Foundation, we shall
find a class WF, the well-founded universe, that is a model of ZFC.
Note that we cannot just let WF be the class of well-founded sets. For,
consider again some examples in §3.3:
1. Suppose there are sets a and b such that a = {b} and b = {a}.
If a # b, then a and b are well-founded, but {a,b} is not. Thus,
Zermelo’s Pairing Axiom is false in the class of well-founded sets.
Note that a and b are not transitive. However, {a,b} = {b} Ub =
aUJa, and this is transitive, but ill-founded.

*The term model is defined more generally at the end of Appendix B.
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2. Similarly, if a, b, and ¢ are distinct sets such that a € b, b € ¢, and
¢ € a, then:

a) a is well-founded, but not transitive;

b) {a,b}, which is a U a, is well-founded, but not transitive;

¢) {a,b,c}, which is aUJ aU|J U a, is transitive, but ill-founded.
Again, such sets were a difficulty that had to be met in the formulation
of the class of natural numbers. Now that we do have this class, we can
make the following:

Definition 48. Given a set a, we define the function z — (J"a on w
recursively by

LOJa:a, nlea:ULnJa.

Then we let

te(a) = U{Oa: T € w}.

We call this set the transitive closure of a, because of the following.

Theorem 129. For all sets a, the set tc(a)
1) includes a,
2) is transitive,
3) is included in every class that includes a and is transitive.

By definition, a class is well-founded if every nonempty subset has an
element that is disjoint from it. By using transitive closures, we can show
that the same is true for arbitrary subclasses of well-founded classes:

Theorem 130. Every non-empty well-founded class C' has an element
a such that
Cna=0.

Proof. Suppose C' is well-founded, and b € C, but CNb # 0. Since
C is well-founded, its nonempty subset C N b has an element a such
that CNbnNa = 0. We would be done if we could show C Na = 0.
We could conclude this if b were transitive, so that a C b and therefore
CnNa=CnbnNna. So we start over, replacing b with tc(b):

Since b C te(b), the subclass C Nte(b) of C is nonempty, so it has an
element a such that C' Ntc(b) Na = 0. But a C te(b), so CNa =0, as
desired. O
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Above we described examples of a well-founded set a such that aU|Ja
or aUJaUUUa was ill-founded. The latter set is tc(a) in each case.
This suggests that the following will be useful:

Definition 49. We denote by
WF

the class of all sets whose transitive closures are well-founded.?

Theorem 131. Every set is well-founded if and only if every set belongs
to WF; so the Foundation Aziom can be expressed as V = WF.

Proof. If every set is well-founded, then in particular every transitive
closure of a set is well-founded, so every set belongs to WF. Conversely,
if a € WF, then tc(a) is well-founded; but a C tc(a), so a is well-
founded. O

We shall establish another characterization of WF, which will be more
useful and suggestive. We start with the following.

Definition 50. The function R on ON is defined recursively by
R(0) =0, R(a+1) = Z(R(a)), R(8) = JRI[B],

where 3 is a limit. If ¢ € [JR[ON], then the least ordinal « such that
¢ € R(a) must be a successor, 8 + 1. In this case, § is called the rank
of ¢ and is denoted by rank(c). That is,

rank(c) = min{z: t e ON & ce R(z + 1)}
=min{z: z € ON & ¢ C R(z)}.

We may refer to | JR[ON] as the class of ranked sets.

We shall show in Theorem 137 that the class of ranked sets is precisely
WF.

Theorem 132. For all ordinals «,

card(R(w + «)) = 3,.

It is the elements of this class that are called well-founded in [16].
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Lemma 26.
1. The empty set is transitive.
2. The power set of a transitive set is transitive.
3. The union of a set of transitive sets is transitive.

Theorem 133. Fach set R(«) is transitive, and so is the whole class of
ranked sets.

Corollary. Every element of a ranked set is ranked and has a lower rank
than that set.

Theorem 134. For all ordinals a and (3,
a< < R(a) C R(P).

Proof. We show a < 5 = R(a) C R(f) by induction on . (The converse
follows from the linearity of the ordering of ON.)

1. The claim holds vacuously when 5 = 0.

2. Suppose the claim holds when 8 = v. If a < v+ 1, then a < 7,
so R(a) C R(y) and therefore R(a) € #(R(7)), which is R(y + 1). By
the last theorem then, R(a) C R(y+1). Since a set is never equal to its
power set (by Cantor’s Theorem, Theorem 109 in §5.1), R(a) C R(y+1).

3. Suppose 7 is a limit, and the claim is true when g < v. If a < 7,
then a +1 < 7, so R(a) C R(a + 1) C R(¥). O

A partial converse of Theorem 133 is the following.

Theorem 135. Every subset of an element of R(a) is an element of
R(«a). Every set of ranked sets is itself a ranked set.

Proof. Suppose b € R(«). Then b C R(f) for some S in «. If a C b, then
a € R(a+1),s0aeR(p).

Suppose c¢ is a set of ranked sets. Let § = sup{rank(x): x € c}; then
cCR(B+1),s0ce R(B+2). O

Theorem 136. Fvery ranked set is well-founded.

Proof. Suppose a is ranked, and b is a nonempty subset of a. The ele-
ments of b are ranked. Let ¢ be an element of b of minimal rank. Since
any element of bN ¢ would have lower rank than ¢, this intersection must
be empty. O
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Theorem 137. The class of ranked sets is just WF.

Proof. Suppose a is ranked. Then a is included in the class of ranked
sets, since this class is transitive. But then this class must then include
tc(a), by Theorem 129. Then tc(a) itself is ranked by Theorem 135, so
tc(a) is well-founded by Theorem 136.

Now suppose a is not ranked. Then a has unranked elements, so tc(a)
has unranked elements. Let b be the set of unranked elements of tc(a),
and let ¢ be an arbitrary element of b. Then ¢ C tc(a), and since c is
unranked, it has unranked elements. But then these are also elements of
b. Thus b N ¢ # 0. Therefore tc(a) is not well-founded. O

Since each ordinal is transitive and well-founded, we have ON C WF.
Moreover:

Theorem 138. For all ordinals a,
rank(a) = a.

Proof. By induction, oo C R(a), so rank(a) < a. If rank(a) = 8 < a,
then rank(8) < rank(a) = S by the Corollary to Theorem 133. Thus
the class of a such that rank(a) < « has no least element; so it must be
empty. 0

One might picture WF as in Figure 6.1.3

6.3. Absoluteness

We shall establish that WF is a model of ZFC, along with similar results.
How can we do this? We can establish one part of this result directly,
along the lines of Theorem 136:

Theorem 139. The Foundation Axiom is true in every subclass of WF.

Proof. Suppose M C WF, and M has elements a and b such that a is a
nonempty subset of b in M, that is,

rxeM&rea)&Ve(zeM=x€a=xcb).

3Like much of the mathematics in this section, the picture is adapted from Kunen [23,
Ch. 3, §4, p. 101].
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\ w+1 /

Figure 6.1. The well-founded universe

Let ¢ be an element of a N M of minimal rank. Then a N M N ¢ must be
empty, since any element would have lesser rank than c. In particular,

Vylye M =y ¢ anc).
So the sentence 3z (x € a & aNz = 0) is true in M. O
Consider next the Equality Axiom,
a=b=>Vr(aczebecua).
Here, by definition of equality,
a=beVe(zr€aszeb).

To decide whether the Equality Axiom is true in a particular class M, we
should first check whether equality in M is the same as ‘real’ equality,
or equality in V. If M is not transitive, then it may have a nonempty
element a, none of whose elements is in M. Then a # 0, but

'ZMCLZO
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(a =0in M). In particular, equality may fail to be absolute for M. The
precise definition of this notion is as follows.

Definition 51. If M is a class, then every formula whose constants are
from M can be said to be over M. Suppose ¢ is such a formula.
1. We first consider the case when ¢ is singulary. We define

oM ={z:2c M & ppr(z)}.

That is, @™ is the class of all a in M such that ¢(a) is true in M. In
particular, ¢V is just {z: ¢(z)}, the class defined by ¢. We may say then
that ™ is the class defined in M by . The formula ¢ is absolute
for M if

oM =MnypY.

2. Now suppose ¢ is not necessarily singulary. We may assume that
each variable in our formulas is x; for some k in w. Then there is a finite
subset p of w comprising those k such that xj, is a free variable of ¢. We
may then refer to ¢ as a p-ary formula, and we may refer to p as the
arity of p.4 An element of P M can be called a p-tuple; such an element
can be denoted by @ or z — a, or {(z,a;): « € p}. Then we can denote
by

(@)
the result of replacing each free occurrence of xy in ¢ with ay, for each k
in p. Correspondingly, we may denote ¢ itself by

We denote by

the class of all @ in P M such that ¢(@) is true in M, that is, par(d) is
true. This is the class defined in M by ¢. The formula ¢ is absolute
for M if

goM =PMnN ng.

4We could restrict ourselves to n-ary formulas, where n € w. That is, we could
require the free variables of a formula to be indexed by an initial segment of w.
However, this restriction causes its own complications. I have decided here not to
consider the variables as being ordered, but to consider any set of n variables to
be as good as any other.

6.3. Absoluteness 133



Every subset of P M can be referred to as a p-ary relation on M. If A
is such a relation, and K C M, then A is definable over K if there is
a formula ¢ over K such that A = ™. Then A is definable, simply,
if it is definable over M.
3. Note the following special case. For a sentence o with constants
from M, we have
oM ={0: o},

that is, o™ is 1 if o is true in M, and otherwise c™ = 0. So ¢ is absolute
for M if and only if ¢ is true in M.

Theorem 14o0.
1. The formula x € y and all other quantifier-free formulas are abso-
lute for all classes.
2. If ¢ is absolute for M, then so is —p.
3. If p and ¢ are absolute for M, then so is (p = ).

Definition 52. If p and ¢ are disjoint finite subsets of w, we may denote
an element of PYYM by

-

(@ b),
where @ € PM and b € 1M ; correspondingly, we may denote a p U g-ary
formula by
o(Z,9).

-,

Then ¢(d, §) and ¢(Z,b) are the obvious formulas.

Theorem 141. If o(Z,7) is absolute for M, and @ is from M, then
»(d,y) is absolute for M.

Definition 53. The A formulas are defined by:
1. Atomic formulas are Ag.
2. If p is Ag, then so is —p.
3. If p and ¥ are A, then so is (p = ).
4. If v is Ag, then so is Jx (z € y & ¥).

Theorem 142. All Ay formulas are absolute for all transitive classes.

We may have to analyze the abbreviations that we use in formulas in
order to see that the underlying formula is Ag:
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Theorem 143. If ¢ is Ag, then so is

Ve (z €y = o).

Proof. The given formula is =3z (z € y & —p). O
Theorem 144. The following formulas are Ag:

1. x=1y.

2. The Equality Aziom.

3. z=0.

4. z=yU{z}.

5. ¢ =Uy.

Proof. The formulaz = yisVz (z € x < z € y), which can be understood
as
Vz(zex=2z€y)&Vz(z€y=z€ux).

Similarly for the rest. O

Theorem 145.
1. The Null Set Axiom is true in every class that contains 0.
2. The Adjunction Axiom is true in every transitive class that is closed
under the operation (x,y) — z U {y}.
3. The Union Axiom is true in every transitive class that is closed
under the operation x — .

Theorem 146. The Null Set, Adjunction, and Union Axioms are true
in every class R(«) such that o is a limit, and in WF.

Proof. Since 0 C R(0), we have 0 € R(1), so 0 is in WF and in all R(«)
such that o > 0.

If @ and b are in R(«), then, by transitivity of this class, the sets aU{b}
and (Ja are subsets of R(«), so they are elements of R(a + 1). O

Theorem 147. The Power Set Aziom is true in every transitive class
M that contains M N P(a) for every element a of M.

Proof. The formula z € Z(y) is Ag. Therefore the formula © = Z(a),
relativized to M, is

Vylyexz=ye P) &Vylye MNH(a) =y € x).
Hence the sentence b = Z(a) is true in M if b= M N P(a). O
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Theorem 148. The Power Set Aziom is true in WF and in R(«) when
o is a limit.

Proof. Each of these classes both contains and includes the power set of
each of its elements. O

Theorem 149. The Separation Axiom is true in every set R(a) and in
the class WF'.

Proof. The Separation Axiom consists of a sentence 3z 2 = aNyV for ev-
ery set a and every singulary formula ¢. This sentence can be understood
as Jx 1), where 1 is

Vylycz o ycakp(y)).

This is Ay, if ¢ is. In any case, the relativization of ¥ to a transitive
class M that contains a can be understood as

Vwyereoyeca&k om(y)),

that is, z = a N ™. But a N M is just a subset of a. Therefore, if M
contains all subsets of all of its elements, then 3z 1) is true in M. We are
done by Theorem 135. O

Theorem 150. The following formulas are absolute for all transitive
subclasses of WF:

1. x 18 an ordinal: x € ON.

2. x 1S a successor ordinal.

3. x is a limit ordinal.

4. T =W.
In particular, the Aziom of Infinity is true in all transitive subclasses of
WF that contain w.

Proof. In a subclass M of WF, since the Foundation Axiom is true, ON
is the class of transitive sets that are linearly ordered by membership.
Then all of the needed formulas are Ag. ]

Lemma 27. The following are absolute for all transitive classes:
1. x is a singleton: Jyx = {y}.
2. x is a pair: JyIzx = {y, z}.
3. x is an ordered pair: IyIzx = (y, 2).
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4. x 1s a binary relation: Yy (y € x = Iz Jwy = (z,w)).
5. x is a function: x is a relation, and

YyVzVw ((y,2) € x & (y,w) € x = z = w).

Theorem 151. The Aziom of Choice is true in WF and in R(a) for
each limit ordinal o.

Proof. Suppose « is a limit ordinal, and ¢ € R(a). Then a € R(5) for
some S in a. Then Z(a) C R(S), so #(a) Ua C R(S), and both F(a)
and Z(a) U a are elements of R(3 + 1).

Let f be a choice-function for a. Then f C Z(a) x a. Each element
(b,c) of Z(a)xais {{b},{b,c}}, where b and c are in ¥ (a)Ua and hence
are in R(8); so (b,¢) € R(f+2). Thus f € R(5+3),s0 f € R(a). By the
last lemma and transitivity of R(«), the sentence ‘f is a choice-function
for a’ is true in R(a). O

Theorem 152. In R(w), the azioms of ZFC besides Infinity are true,
but Infinity is false.

Proof. Every element of R(w) is finite; in particular, w ¢ R(w). There-
fore, because of all of the foregoing theorems, we need only show that
Replacement is true in R(w). Every subset of R(w) is an element of
some R(n), where n € w. Therefore, if a formula defines in R(w) a
function, then the image of a finite set under this function is again an
element of R(w). O

Theorem 153. In R(w - 2), the azioms of ZFC, besides Replacement,
are true, but Replacement is false.

Proof. Since GST is true in R(w - 2), we can define in this set, by finite
induction, the function z — w + . But R(w - 2) contains w. The image
of wunder  — w+z is {w+z: € w}, whose union is w - 2, which is
not in R(w - 2). Therefore the image itself is not in R(w - 2). O

Theorem 154. In WF, the azioms of ZFC are true.

Proof. The Replacement Axiom is true in WF by Theorem 135. O
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6.4. Collections of equivalence classes
Let us finally complete our list of axioms with the following.

Axiom 10 (Foundation). All sets are well-founded:
a#0=TJyyca&yna=0).
By Theorem 131, this axiom is expressed by the equation
V = WF.

For the purposes of this chapter, the rest of this section is merely a
curiosity.

Definition 54. For every nonempty class C, if « is the least rank of an
element of C, we let

(C)=R(a+1)NC.

We also let
7(0) = 0.

So 1(C) is always a set, and
7(C) C C, C#0=1(C)#0.
The following is now immediate:

Theorem 155. If E is an equivalence-relation on C, and for all a in C
we write

[a)] ={z: 2 € C & x E a},

then t([a]) is the set {x: x € C & x E a & rank(x) = rank(a)}, and the
function x — t([z]) is a function F on C such that, for all a and b in
C,

F(a) = F(b) & [a] = [b].

In the notation of the theorem then, the collection of equivalence classes
[a] can be identified with the class F[C].
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6.5. Constructible sets

In showing that the Axiom of Choice was true in WF, we assumed the
Axiom of Choice was true simply. Now, using ZF alone, we define a
subclass of WF in which all of ZFC is true.

Theorem 156. For all finite subsets p of w, the collection of p-ary
definable relations on a set is a set.

Proof. We first work with an arbitrary class M. Let A be a p-ary de-
finable relation on M. Then A = ™ for some p-ary formula ¢ whose
constants are from M. We can put the subformulas of ¢ in a string,

SDO"'SO’U)

where ¢, is ¢, and for each v in v + 1, for some 7 and j in w, for some a
and b in M, and for some s and ¢ in u, the formula ¢,, is one of:

1) T €Ty,
) x; € a,
3) a € x;,
4) a €b,
5) s,

6) (905 = <Pt),

7) Elxz Ps-
Letting p, be the arity of ¢,, and writing A, for ¢, ™, we have corre-
spondingly that A, is:

1) {{G2), Gy} ve M&yeM&a ey},

2) {{(i,2)}:x e M &z €a},

3) {{(4,x)}: 2 e M &acx},

4) {0: a € b} (which is 1 if @ € b, and otherwise 0),

5) PvM N A,

6) {Z: T €M & (¥ [ps € As = 7 [ p € Ay)},

7) w[As], where 7 is Z — & | p, on P+ M.
Conversely, A is definable if there exists such a string Ay --- A, of rela-
tions on M. When M is a set, then so are the relations Ay, and then
the collection of definable p-ary relations on M is the subclass—in fact,
subset—of (P M) comprising those subsets A of ? M for which there is,
for some v in w, a v-tuple (Ayg,...,A,) of sets meeting the appropriate
conditions. O

N
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Definition 55. For all finite subsets p of w, the set of p-ary definable
relations on a set a is denoted by

Dy (a).

Then 2,(M) C £ (PM). The function x — L(x) on ON is defined
recursively by

L(0) =0, L(a+1) = 71(L(a)), L(8) = | JL[5]
where § is a limit. We now denote | J{L(z): 2 € ON} by
L.

(So this letter, by itself, will not denote the function z — L(x).) The
elements of L are called the constructible sets.

The following supplements Lemma 26 in §6.2.
Lemma 28. If a is a transitive set, then so is Z1(a).

Proof. If b € Z1(a), then b C a. If also ¢ € b, then ¢ € a, and also ¢ is
the subset of a defined by z € ¢, since a is transitive; so ¢ € Z1(a). Thus

b C Z1(a). U
Then the following are analogous to Theorems 133 and 134.
Theorem 157. Each set L(a) is transitive, and so is the whole class L.

Theorem 158. For all ordinals a and (3,
a < < L(a) C LB).
We now generalize Definition 51.

Definition 56. If M C NN, and the p-ary formula ¢ takes its constants
from M, then ¢ is absolute for (M, N) if

oM =PM NN,

So absoluteness for M is just absoluteness for (M, V).
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Theorem 144 is still true with the more general sense of absoluteness.
Hence we obtain the following test for absoluteness.

Theorem 159 (Tarski-Vaught Test). If M C N, and the formula ¢
takes its constants from M, then ¢ is absolute for (M,N), provided
that, for every subformula of ¢ of the form Iz (x,y), for all l;fmm M,
if Jx w(x,l_;) is true in N, then w(a,g) is true in N for some a in M.

Proof. We argue by induction on a string of subformulas of ¢ such as was
considered in the proof of Theorem 156. It is enough to suppose that v is
absolute for (M, N) and prove the same for 3z ¢, assuming that, for all
b from M, if 3z (x,b) is true in N, then v (a,b) is true in N for some
a in M. But in this case the following are equivalent:

1. 3z (x,b) is true in IN;

2. w(a,g) is true in IN for some a in M;

3. (a,b) is true in M for some a in M;

4. JzY(x, l_;) is true in M. O

In the notation of the theorem, even if ¢ is not necessarily absolute for
(M, N), the theorem suggests a method of finding a class M such that

MCM'CN

and ¢ is absolute for (M T, N). The method is given given by the follow-
ing corollary in case M is a set. We shall make a couple of applications
of the method.

Corollary. Suppose ¢ is a formula over IN, and there is a function
x +— x* such that, if m C N, and ¢ is over m, then

mCm*CN,

and for every subformula of ¢ of the form Fxp(x, g), for all gfrom m,

if Jw(x,b) is true in N, then (a,b) is true in N for some a in m*
Then there is a set m' such that

mngQN

and ¢ is absolute for (m', N'). Namely,

mt = U{mk: k€ w},
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where x — my, is defined by
mo = m, Mpy1 =My

Theorem 160. For every formula with constants from L, there is 5 such
that the formula has its constants in L(B) and is absolute for (L(5),L).

Proof. In the notation of the corollary of the Tarski—Vaught Test, if m =
L(a), we let m* be L(a*), where o* is the least ordinal v such that o < ~
and, for all subformulas of ¢ of the form 3z ¢ (z,7), for all tuples b from
L(«), if 3z(z,b) is true in L, then t(a,b) is true in L for some a in
L(v). We choose ag so that ¢ is over L(ag); and then m' is L(3), where

B =sup{ay: k € w}, where agy1 = ai*. O
By analogy with Definition 5o:

Definition 57. If a € L, we define
ranky,(a) = min{z: a € L(z + 1)}.

Note however that possibly a € L, and a C L(5), but a is not a definable
subset of L(53), so a ¢ L(8+ 1), and so 8 < rankg,(a).

Theorem 161. ON C L, and for all ordinals «,
ranky, () = a.
Theorem 162. ZF is true in L.

Proof. By the theorems in §6.3 and the last theorem, equality is absolute
for L, and the Equality, Null Set, Adjunction, Union, Foundation, and
Infinity Axioms are true in L. Indeed, if a and b are in L(a), then, since
this set is transitive, a U {b} and |Ja are definable subsets of L(«), so
they are in L(a + 1).

Suppose a € L. Let f = sup{rankp(z): « € L & = C a}. Then
LN Z(a) € L(B + 2). Thus Power Set is true in L.

Suppose ¢(z,y) defines in L a function F, and a € L. Some L(«)
contains all constants in ¢ and elements of F[a]. Then ¢p(a,y)¥ C L(a).
By Theorem 160, there is 8 such that o(a,y)* = ¢(a,y)“?). Thus
Fla] € L(8 +1). Therefore Replacement is true in L. O
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Theorem 163. The Aziom of Choice is true in L; indeed, L itself is well-
ordered. In particular, ZFC is consistent (assuming ZF is consistent).

Proof. There is a binary formula ¢ such that L is well-ordered by ¢ry,.
Indeed, because of the recursive construction of the sets Z;(a), there is a
ternary formula 1 such that, if L(«) is well-ordered by 7, then L(a+1) is
well-ordered by 1 (r,z,y)¥, and this ordering agrees with 7 on L(a). By
transfinite recursion, there is a function & — r, on ON such that L(«)
is well-ordered by r, for each ordinal «, and 7, agrees with 75 on L(«) if
a < (. Then L is well-ordered by | J{r,: x € ON}. This argument does
not use the Axiom of Choice. O

6.6. The Generalized Continuum Hypothesis

Our second application of the corollary of the Tarski-Vaught Test is the
following.

Theorem 164 (Lowenheim-Skolem). For every set mg and every for-
mula @ over mg, there is a set m' such that mg C m', and

card(m') < card(mo) + Ro,

and ¢ is absolute for m.

-

Proof. Given m, we let a be the set of all nonempty sets v (x,b)V, where
Jz 9p(z, 7) is a subformula of ¢, and b is from m. Then we let

a = sup{min{rank(z): z € z}: = € a}.

This ensures that R(a+ 1) N ¢ # 0 for all ¢ in a. The set R(a + 1) is
well-ordered by some binary relation ». We now define

my =mU{min(R(a+1)Nz): z € a}.

Note that card(m}) < card(m) + Ro.

Since m; depends on r as well as m, we do not yet have the desired
function = +— x*. We can get it by considering the set of appropriate
sequences ((Mmg,7,): * € a), where a < w, and myy1 = (my);,. By
Zorn’s Lemma, there is such a sequence where o« = w. Then we can
define my* = mp41. O
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A class is well-founded if and only if the relation of membership on the
class is well-founded in the following sense.

Definition 58. A binary relation R is well-founded on a class C if
1) for all a in C, the class {: x € C & x R a} is a set;
2) every nonempty subset b of C' has an element ¢ such that {z: z €
b& = R c} is empty.
In particular, a linear ordering that meets the first part of this definition
is just a left-narrow linear ordering, and a well-founded linear ordering
is just a good ordering. (See Definition 23 in §4.1.) The relation R is
extensional on C if the Extension Axiom is true in the structure (C, R)
in the sense that

{z:zeC&rxRal={x:2€C&axRb}=a=0.

Theorem 165 (Mostowski Collapsing). Let R be a well-founded relation
on C. There is a unique function F' on C given by

F(a)=F[{z:2€C &z Ra}].

Then F[C'] is transitive. If R is extensional, then F is an isomorphism
from (C,R) to (F[C],€).

Proof. We follow the proof of Theorem 62, though since R need not be
transitive, we shall need the following. If a € C, then by recursion we
define

Clo(a) = {a‘}v C1n+1(a) = {LE: Ely (y € Cln(a) &z R y)},
Now we let
cl(a) = U{cln(a): n € w}.
We shall also use the notation

Ra={z:2€C&x Ra}.

We first show that the structure (C, R) admits induction in the sense
that, if Cy C C and, for all ¢ in C, we have a € Cy whenever Ra C Cy,
then Cy = C. Indeed, suppose Cy C C, and a € C ~ Cy. By definition,
the set (C ~ Cp) Ncl(a) has an element b such that

(C ~ Cy)Ncl(a) N Rb=0.
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But Rb C cl(a) (since b € cl,(a) for some n, and then Rb C cl,41(a)).
Hence (C ~ Cy) N Rb =0, so Rb C Cj.

Now we can show by induction that, for all ¢ in C, there is a unique
function f, on cl(a) such that

fa(c) = fal Re].

Indeed, suppose the claim holds when a R b. If a and d are in Rb,
then f, and f; must agree on cl(a) N cl(d) since, if f, and g disagree on
cl(a)Necl(d), then by well-foundedness this set has an element e such that
fa and g agree on Re, but

g(e> # fa(e) = fa[Re] = g[Re}'

Now we can define fj, on cl(b) so that, if ¢ € cl(b)~{b}, then f,(c) = fa(c),
where a is such that a R b and ¢ € cl(a); and f,(b) = fp[ Rb].

The desired function F is now (J{ f,: a € C}. Indeed, this is a function,
since any two functions f, agree as before on the intersection of their
domains. Likewise, F' itself is unique. Since F(a) = F[Ra] C F[C], it
follows that F[C] is transitive.

We have a R b = F(a) € F(b). If F is injective, then F(a) €
F() = a R b, so F is an isomorphism. Suppose F is not injective.
Let Cy comprise those a in C for which there is no distinct b such that
F(a) = F(b). As in the proof that (C, R) admits induction, there is an
element a of C \ Cy such that Ra C Cy. Then F(a) = F(b) for some
distinct b. This means

{F(z): x € Ra} = {F(y): y € Rb}.
Since Ra C Cy, we conclude Rb = Ra. Thus R is not extensional. [

Lemma 29. For all ordinals o, in V and in L.

card(L(8)) = card(8),

Theorem 166. The Generalized Continuum Hypothesis is true in L.
Thus GCH is consistent with ZFC (assuming ZF is consistent).

Proof. Suppose a € Z(L(a)) N L, where « is infinite. We shall show

a € L(card(a)™).
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By the last lemma, it will follow that, in L,
card(Z (k) = vT.

Apply the Lowenheim—Skolem Theorem to the set L(a) U {a} and the
formula

x=y & Jza € L(2).
We get a set m! such that L(a) € mf, a € mf, card(m') = card(a),
(mf, €) is extensional, and

.t 3za € L(z).

By the Mostowski Collapsing Theorem, we may assume further that mf
is transitive. In particular, an element 3 of m' such that |=,,+ a € L(J)
really is an ordinal. Then a € L(f), but card(8) = card(a), so a €
L(card(a)™). O

About a quarter century after Gédel proved that AC and GCH are
consistent with ZF, Cohen (see [8]) proved the same of their negations.
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A. The Greek alphabet

capital minuscule transliteration name
o alpha
beta
gamma
delta
epsilon
zeta
eta
theta
iota
kappa
lambda
mu
nu
xi
omicron
pi
rho
sigma
tau
upsilon
phi
chi
psi
omega
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The following remarks pertain to ancient Greek. The vowels are a, €,
M, L, 0, v, ®, where 1 is a long ¢, and » is a long o; the other vowels
(o, 1, v) can be long or short. Some vowels may be given tonal accents
(&, &, &). An initial vowel takes either a rough-breathing mark (as in &)
or a smooth-breathing mark (&): the former mark is transliterated by
a preceding h, and the latter can be ignored, as in UnepBoA| hyperbolé
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hyperbola, 6pdoydviov orthogdnion rectangle. Likewise, ¢ is transliterated
as rh, as in poufoc rhombos rhombus. A long vowel may have an iota
subscript (o, 1, ©), especially in case-endings of nouns. Of the two forms
of minuscule sigma, the ¢ appears at the ends of words; elsewhere, o
appears, as in Bdoig basis base.
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B. Completeness

We show that the syntactical notion of derivation is the same in extension
as the semantic notion of logical entailment: the syntactic turnstile - is
interchangeable with the semantic turnstile =. We shall use the conven-
tion (given also at the end of § 2.5) that o = 7 means (¢ = 7), and then
p= 0= T means p= (0 =T).

Lemma 30 (Deduction). IfT'U{c} F 7, then
'Fo=r.

Proof. Suppose I' U {c} 7. We prove I' - ¢ = 7 by induction.

1. If - 7, then, since 7 = o = 7 is a tautology, we have ¢ = 7, and
therefore I' - o = 7.

2. Suppose 7 is in I'U {o}. There are two cases to consider.

a) If 7isin T, then ' - 7, but then I' - o = 7 as before.

b) If 7 is o, then 0 = 7 is a tautology, so I' o = 7.

3. Suppose both p and p = 7 are derivable from I' U {c}, and 0 = p
and 0 = p = 7 are derivable from I'. Since the sentence

(c=p)=(c=p=>1)=>0=>7
is a tautology, I' - 0 = 7. O

A sentence or collection of sentences is consistent if no contradiction is
derivable from it. If 0 and 7 are contradictions, then o = 7 is a tautology;
therefore every contradiction is derivable from every contradiction. We
may use the symbol

1

to denote an arbitrary contradiction.
Lemma 31. If -0 is not a logical theorem, then o is consistent.

Proof. Suppose o is not consistent. Then o - L, so - ¢ = L by the
Deduction Lemma. But (¢ = 1) = -0 is a tautology, so F —o. O
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Lemma 32. If every finite collection of sentences from I is consistent,
then T' must be consistent.

Proof. If T is inconsistent, there is a formal proof of this, and this proof
uses only finitely many formulas from T'. O

In a word, the lemma is that consistency is finitary.

Lemma 33. If T is a consistent collection of sentences, then T U{o} or
T'U{—o} is consistent.

Proof. Suppose both ’'U{c} and 'U{—0} are inconsistent. Since consis-
tency is finitary, there is a finite collection {g,...,7,} of sentences from
T such that both {79,..., 7,0} and {70, ..., T, "o} are inconsistent. By
Deduction, we have

Fo=1m==>1,=>1,
Fo=mn= " =>7m=1.

By the tautology (¢ = p) = (-0 = p) = p, we conclude
Fro=--=7=1,
and therefore I' is inconsistent. O

Lemma 34. IfT{3z p(z)} is consistent, and a does not occur in any of
its formulas, then T'U {3z p(x), p(a)} is consistent.

Proof. Suppose I' U {3z ¢(z),¢(a)} is inconsistent. Then for some sen-
tences 7o, ..., T, in T'U {3z ¢(x)} we have

Fol@) =10 =1 =1,
FIzp(x) =1 =m=> L

Therefore I' U {3z ¢(z)} is inconsistent. O

Lemma 35. {0,—0} is inconsistent.

Lemma 36. Assume T is consistent. Then I'U {o = 7} is consistent if
and only if one of T U {—=c} or T U {7} is consistent.
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A form of the following theorem was proved by Godel [17]; but our
proof is due to Henkin.

Theorem 167 (Completeness). Every logically true sentence is a logical
theorem: if = o, then F o.

Proof. Suppose o is not a logical theorem. Then —o is consistent, by
Lemma 31. We shall find an interpretation of € in which —o is true. To
do this, we assume we have an infinite list ag, a1, as, ..., of constants,
and the constants that occur in ¢ are on this list. We take the sentences in
which constants on this list occur, and we arrange them in an infinite list
To, T1, T2, --.. We recursively define a list I'g, I'1, I's, ..., of collections
of sentences as follows.

1. I'g consists of —o alone.

2. T',,41 contains every sentence in T'y,. Also, if T, U {7} is consis-
tent, then I';, 1 contains 7,; otherwise, I';, 11 contains —7,. If ', 41
contains 7,, and this sentence is dx ¢(x) for some variable x and
formula ¢, then T',, contains ¢(ay), where (assuming it exists) k is
the least number ¢ such that the constant a, that does not occur
in 7,, or any formula in I',,.

By induction, the collections I',, are finite, so the desired aj in the defini-
tion does always exist. By Lemmas 33 and 34, each I',, is consistent. Let
I" be the collection of all formulas belonging to some I',,. By finitariness,
I" is consistent. Also, for each 7y, either it or its negation is in I', but
not both, by Lemma 35. In short, I'U {74} is consistent if and only if 7%
is in I'. Define an atomic sentence a; € aj to be true if it is in I'. By
induction, every sentence 7y is true under this interpretation if and only
if it belongs to I':

1. The claim is true by definition when 74, is atomic.

2. If the claim is true for some 7y, then it is true for —7y, since 73
belongs to I' if and only if -7 does not.

3. If the claim is true when 7 is p and when 73 is 7, then it is true
when 73 is p = 7, since p = 7 belongs to I' if and only if either p
does not or m does, by Lemma 36.

4. If) for some singulary formula ¢(z), the claim is true whenever 7,
is ¢(a;) for some j, then the claim is true when 7, is 3z ¢(z), by
Lemma 34.

In particular, since —¢ is in I'; it is true under the given interpretation of
€. O
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Porism. Fvery logical consequence of a collection of sentences is deriv-
able from that collection: if T' |E= o, then T'F o.

Proof. Suppose o is not derivable from I'. Then I' U {—o} is consistent.
The proof of the theorem can be adapted to show that, in some interpre-
tation of €, all sentences of 'U{—o} are true. (This will need transfinite
recursion, if T' is uncountable.) Then T' does not entail o. O

An interpretation of € in which every sentence of a collection I is true
can be called a model.

Corollary (Compactness). If every finite subcollection of some collection
of sentences has a model, then the whole collection has a model.

Proof. If every finite subcollection has a model, then every finite subcol-
lection is consistent, and therefore the whole collection is consistent, so
it has a model. O
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C. Incompleteness

In our logic for set theory, we can assign to each symbol s a different set,
to be denoted by

el

S .

A natural choice is numbers: we could start making assignments as fol-
lows.
s el-|(|=])]3
sTfof1]2]3]4]5
We may assume that our variables are xj, where k € w; then we can let
"z 'be k+6. We can consider every set a as a constant in our language;
then, when we turn around and choose a set "a', it might be the set a
itself. However, possibly a was already chosen as "s™ for some symbol
s that is not a constant. We can avoid this problem by letting "a™ be
the ordered pair (0, a), and letting "s™ have the form (1,b), if s is not a
constant.
Each formula ¢ of our logic is a string sg - - - s,_1 for some n in w. We
can form the n-tuple

(’_SO—la ) rS”n—l—l)v
which we can denote by
A 1
o
Suppose A is a collection of axioms. Let us call A recursive if there is
a class, which we might as well call "A™, such that a sentence o is in A

if and only if "o € TA™. In particular, all collections of axioms that we
consider in the text are recursive.

Lemma 37. For every recursive collection A of axioms, there are classes
C and D such that, for each sentence o and each singulary formula 1,
1. o is derivable from A if and only if "o € C;
2. (T is deriwable from A if and only if "¢ ¢ D.
In symbols,
Ao < ToleC,
AFY(TYT) < "W ¢ D.
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Godel [18] first proved the following, not for sets, but for natural num-
bers, equipped with the operations of addition and multiplication.

Theorem 168 (Incompleteness). For every recursive collection of ax-
ioms, there is a true sentence that is not derivable from those axioms.

Proof. Let A be a recursive collection of axioms, and let ¢ define the
class D given by the lemma. The following are equivalent:

1) (") is true;

2) Ty belongs to the class {x: p(x)}, namely D;

3) ¢(T¢") is not derivable from A.
Since every sentence derivable from A is true, it follows that ¢("¢7) is
true, but not derivable from A. O

In the notation of the lemma, the consistency of A can be expressed
by
r17¢C.

Theorem 169 (Second Incompleteness). If A is a recursive set of azioms
that includes those of GST, then consistency of A is not derivable from
A.

Proof. The lemma assumes only GST. Therefore, in the notation of the
proof of the theorem, by Completeness (Theorem 167), we can derive
from A that ¢("¢7) is true if and only if it is not derivable from A. Since
we know A is consistent, we conclude ¢("¢7) is not derivable from A.
Therefore, from A we can derive that, if A is consistent, then ¢(T¢™) is
not derivable from A, and therefore p("¢™) is true. In short, if " 17 ¢ C
is derivable from A, then so is ¢(T¢7). But p("¢™) is not derivable; so
consistency of A is not derivable. O

One might think that there was a class E such that, from GST or all
of ZFC, we could prove that, for all sentences o, "o € E if and only if
o is true. Then FE would not contain "_L7, and this would constitute a
proof that ZFC (hence GST) was consistent. Considering the definition
of truth (Definition 3 in §2.4), we might proceed as follows. Let C be the
class of all ordered pairs (¢, f) such that the following conditions hold;
these conditions ensure that, if "7 € ¢, then 7 is true, but if "77 € f,
then 7 is false:

1. a) IfTaebet, thena b
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b) If Ta € b7 € f, then a ¢ b.
a) If "7 €t, then "7 € f.
b) If "=77 € f, then "77 € ¢.
3. a) " (r=p)e€t,then"p'etor "7 € f.
b) f"(r=p)" € f, then "p7 € fand "7 € t.
4. a) If "3z ¢ € t, then for some a, "p(a)” € t.
b) If "3z @™ € f, then for all a, "p(a)” € f.
We then let E be the union of the class of all sets ¢ such that, for some
set f, the ordered pair (¢, f) belongs to C. The problem is that such a set
f cannot have an element of the form "3z ¢, because the last condition
then would make f a proper class. Then ¢ cannot have an element of the
form "z .

There is a collection of all sets "o such that o is true: it is the collec-
tion of all sets "o ' that belong to some class T such that, for some class
F', the following conditions are met:

1. a) fTaeb’eT, then a €b.

b) If Tae b € F, then a ¢ b.
a) f "= €T, then"77 € F.

b) If "= € F, then "7 € T.
3. a) " (r=p)eT, then p'eTor 7' €F.

b) f"(r=p)" € F,then "pe€ Fand "7 T.
4. a) If "3z € T, then for some a, "p(a)? € T.

b) If "3z ™ € F, then for all a, "¢(a)? € F.

By the Second Incompleteness Theorem, this collection must not be a
class. The collection is a class in Morse—Kelley set theory (see Ap-
pendix F), so this theory does entail the consistency of ZFC.
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D. The German script

Writing in 1993, Wilfrid Hodges [21, Ch. 1, p. 21] observes

Until about a dozen years ago, most model theorists named
structures in horrible Fraktur lettering. Recent writers some-
times adopt a notation according to which all structures are

named M, M', M*, M, My, M; or occasionally N.

For Hodges, structures are A, B, C, and so forth; he refers to their
universes as domains and denotes these by dom(A) and so forth. This
practice is convenient if one is using a typewriter (as in the preparation
of another of Hodges’s books [22], from 1985). In 2002, David Marker
[27] uses ‘calligraphic’ letters for structures, so that M is the universe

of M. I still prefer the Fraktur letters:

Q2

- a

)
5

B
R

t

¢
£
b1

u

SE=N]
E23e
SRoE)
BRG

0
m
v

g 3 e

f

0
X

g

=2

Y

YR e

b
q
3

R

A way to write these by hand is shown in Figure D.1, which is taken from
a 1931 textbook of German for English-speakers [19].
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JASHS

Aa Bb Cc Dd Ee Ff G g

K k L! M m Nn

Ii

Oo ?9 Rr Ss Tt Uu

Vv W w lXx - Yy z
P B Ty Py Fr

Figure D.1. The German alphabet by hand



E. The Axioms

We work in a logic whose only predicate is €. We expand this so that,
by definition (p. 48),

a=beVr(rcaszeb).

Then our axioms are:
1. Equality (p. 49):

a=b=>Vr(a€exebeuz).

Null set (p. 52): 0 is a set.

Adjunction (p. 52): aU {b} is a set.

Separation (p. 61): For every class C, the class C Na is a set.
Replacement (p. 82): For every function F, the class F'la] is a set
(assuming a C dom(F)).

Union (p. 87): The union of every set is a set.

Infinity (p. 94): The class w of natural numbers is a set.

Power Set (p. 111): The power class of a set is a set.

Choice (p. 119): Every set has a choice-function.

Foundation (p. 138): All sets are well-founded.

TN

© L P =
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F. Other set theories and approaches

As I note in the Preface, I aim in this book to introduce axioms are only
when further progress is otherwise hindered. This approach is taken also
by Lemmon, whose Introduction to aziomatic set theory [24] can be ana-
lyzed as in Table F.1. However, Lemmon explicitly (on his p. 4) follows

chapter | title page axiom page
I | The General Theory 14 | A1 [Extension] 14
of Classes A2 [Classification]| 15
IT | Sets, Relations, 47 | Az [Null Set] 51
and Functions Ay [Pairs 51
Ag  [Union] 51
A6 [Power Set] 51
A7 [Separation] 51
A8 [Replacement] 89
III | Numbers 92 | Ag [Infinity] 105
Aio [Foundation] 105
A11  [Choice] 118
Appendix on some variant 121
set theories

Table F.1. Lemmon’s Introduction to axiomatic set theory

von Neumann, Bernays, Gdédel, and Morse in giving formal existence to
classes. He uses only one kind of variable, which ranges over the classes.
So really Lemmon’s theory is a theory of classes. His ‘classification axiom
scheme’, A2, is that, for every formula in one free variable, there is a class
of all sets that satisfy the formula. He notes in the appendix that he thus
gives up the finite axiomatizability of Goédel’s theory (the theory called
below NBG, after von Neumann, Bernays, and Godel).

Meanwhile, Lemmon’s A2 allows the next six axioms, A3-A8, to be
that certain classes are sets. But then Lemmon states Ag, the Axiom of
Infinity, in the traditional way: there exists a set, called w, with certain
closure properties. He writes:
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Ag, the axiom of infinity, is an outright declaration that a certain set
exists; in this respect it is like A3 [the Null Set Axiom|. In fact A3 is
a consequence of Ag. .. [24, p- 105]

Since he has already defined w informally on page 99, it is not clear why
he does not take the extra step of observing that w does exist as a class,
regardless of the Axiom of Infinity. I prefer to take this step, then see
what can be said before going on to declare that the class w is a set.

I prefer in addition to remain agnostic about infinity as long as possi-
ble: somewhat longer than Lemmon. Kunen [23, IV.3.13, p. 123] shows
that R(w) is a model of ZFC with the Axiom of Infinity replaced with
its negation; but he assumes ZF without Foundation; in particular, he
assumes Infinity. This is not necessary. All one needs is GST (see p. 61).

Lemmon’s classification axiom scheme is non-minimalistic in a strong
sense. His theory is a version of so-called Morse—Kelley set theory; in
particular, it assumes more than our ZFC. I quote here some criticism of
this theory by Joseph Shoenfield.* Shoenfield apparently uses the word
collection as I do in the text, as the most general collective noun (see
p. 14):

In response to some rather unfavorable remarks I made about MK
(Morse—Kelly set-class theory), Friedman has defended MK as natural
and important. Let me try to describe briefly what (in my opinion) is
the origin and purpose of NBG and MK.

For the moment, let us take a class to be a collection of sets definable
from set parameters in the language of ZFC. Classes in this sense
play an important role, even if one is working in ZFC. For example,
the Separation Scheme is most easily stated as: every class which is
included in a set is a set. In the language of ZFC, we can only state
this as a scheme. If we introduce variables for classes, we can state it
as a single axiom. Of course, we then need axioms to insure us that all
classes are values of the class variables. This can be done by a simple
scheme. As Friedman and others have pointed out, this scheme can be

*This Shoenfield is apparently the author of the text Mathematical Logic [30],
who was born in 1927, and who died on November 15, 2000. The quotation
is from an email, dated February 14, 2000, sent to the FOM (Foundations of
Mathematics) email list and archived at http://www.cs.nyu.edu/pipermail/fom/
2000-February/003740.html (accessed March 5, 2011). A reference to this email
is given at http://en.wikipedia.org/wiki/Morse-Kelley_set_theory (accessed
same date). I have imposed the special mathematical typography on the original
plain-text email, and I have corrected one or two typographical errors.
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derived from a finite number of its instances; but the proof of this is a
bit tedious, and is quite useless if one wishes to develop set theory in
NBG.

The nice thing about NBG it that every model M of ZFC has a least
extension to a model of NBG; the classes in the extension are just the
classes in M. From this it follows that NBG is a conservative extension
of ZFC. Thus whether we do set theory in ZFC or NBG is a matter of
taste.

Now all of this naturally suggests an extended notion of class, in which
a class is an arbitrary collection of sets. We then extend our class exis-
tence scheme to make every collection of sets definable in our extended
language a class. Of course not every class (in the extended sense) is
so definable; but these are the only ones we can assert are classes in
our extended language.

Unfortunately, it is no longer true that any model of ZFC can be ex-
tended to a model of MK. We can prove Con(ZFC)? in MK by proving
that the class V is a model of ZFC; and Con(ZFC) is a statement in
the language of ZFC not provable in ZFC. If the model of ZFC has
strong enough closure properties, we can extend it. For example, if the
model is closed under forming subsets, it is clear that the Separation
Scheme will hold independent of the choice of the classes in the model.
In this way we can show (as Friedman observes) that a model V,, where
Kk is an inacessible cardinal can be extended to a model of MK. The
trouble with such models is that they have strong absoluteness prop-
erties; most interesting set theoretic statements are true in V,; iff they
are true in V. This makes the models useless for most independence
proofs.

Friedmann has given a sketch of an independence proof in MK by forc-
ing; but many of the details are unclear to me. He takes a model M of
MK, lets M’ be the included model of ZFC and N’ a generic extension
of M’. He then says N’ canonically generates a model N of MK. I do
not understand how one selects the classes of N, nor how one can prove
the axioms of MK hold in N. I would be surprised if the details wouls
lead me to agree with Friedman that the question he was considering
is ‘not very much easier to solve for NBG than it is for MK’. In any
case, there seems to be little reason to solve it for MK.

Friedman concludes with some predictions about the future of MK and
similar systems, He says:

2That is, consistency of ZFC, formalized as for example on page 154.
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We have only the bare beginnings of where the axioms of large car-
dinals come from or why they are canonical or why they should be
accepted or why they are consistent.

I agree whole-heartedly with this, and with the implied statement that
these are important questions. He then says:

I have no doubt that further substantial progess on these crucial is-
sues will at least partly depend on deep philosophical introspection,
and I have no doubt concepts of both class and set and their ‘inter-
action’ will play a crucial role in the future.

Here I strongly disagree. I think that if there is one thing we can learn
from the development of mathematical logic in the last century, it is
that all the major accomplishments of this subject consist of math-
ematical theorems, which, in the most interesing cases, have evident
foundational consequences. I do not know of any major result in the
field which was largely achieved by means of philosophical introspec-
tion, as I understand the term. I do not see the the study of the
interaction of sets and classes has led to any very interesting results.

If the problems about large cardinals cannot be solved by philo- sophical
introspection, how can they be solved? Fortunately, I have available an
example of how to proceed, furnished by the recent communication of
John Steel. I think it says more about the problems of large cardinals
then all the previous FOM communications combined. The idea is to
examine all the results which have been proved about large cardinals
and related concepts, and see if they give some hint of which large
cardinals we should accept and what further results we might prove to
further justify these axioms. We are still a long way from accomplishing
the goal, but, as Steel shows, we have advanced a great deal since large
cardinals first appeared on the scene forty years ago.
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